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CPI's Spring 2010 issue takes a comprehensive look at behavioral economics and its implications, if any, for the practice of competition policy.

Since the late 19th century economists have generally analyzed markets under the view that people and businesses have specific values they care about—utility for consumers and profits for businesses—and operate in systematic ways to maximize those values over time. The short-hand term for the various assumptions that go into this framework is "people and businesses behave rationally." This approach has resulted in a vast and influential body of work that underlies all economic fields, as well as related subjects including finance, marketing, and antitrust.

Over the years, however, many economists have questioned this assumption of rationality. The field that is now known as “behavioral economics” grew rapidly following a 1980 paper by Richard Thaler. He argued that people systematically deviate from rational utility-maximizing behavior and this deviation should be taken into account in predicting actual consumer behavior. Much subsequent work has relied on laboratory experiments—games played with undergraduates for example—both to identify systematic patterns of behavior and to document departures from the rational actor model. Behavioral economics writings have flourished and now form the basis for an increasing number of policy proposals: from “sin taxes” to discourage people from making bad choices they will come to regret to “opt-out” policies that encourage people to make choices that are better for them.

The traditional view that economic actors are rational has influenced the economics of competition policy. The analysis of the effect of business behavior on consumer welfare, for example, assumes that people are worse off when they have to pay higher prices or get less output. Given that premise, it is then assumed that people make the “right" decisions when they purchase goods and services. But what if, as some research in behavioral economics suggests, people make systematic mistakes when making purchase decisions and consume too much of some goods or too little of others. A merger of fast-food restaurants could make consumers better off by increasing prices and discouraging them from engaging in bad behavior. To take another example, the assumption that businesses maximize profits is behind every economic
premise from critical loss analysis to price-cost tests for predation. But what if, again as some research suggests, firms do not focus on marginal costs in determining profit-maximizing prices?

Behavioral economics is still controversial and its implications for public policy are just now being fully explored. The articles in this issue make a substantial contribution in assessing where, if anywhere, behavioral economics is relevant to antitrust and the increasingly related field of consumer protection. The first three articles provide perspectives by several academic economists. Mark Armstrong & Steffen Huck lead the discussion with an initial review of what behavioral economics literature tells us about the behavior of firms and their management, and then look at the implications for antitrust. Roman Inderst & Marco Ottaviani focus on behavioral biases by consumers, how businesses can exploit those biases, and how to design consumer protection policies to prevent potentially harmful behavior. Michael Salinger then turns to an overview of behavioral economics and argues that, although it is relevant to consumer protection, it offers few insights for the practice of antitrust.

The next group of articles evolved from presentations made at the 2009 Jevons Colloquium. D.C. Circuit Court of Appeals Judge Douglas Ginsburg & Derek Moore examine what impact behavioral economics has had on court decisions, and whether that impact is likely to grow. Vivien Rose, a chairman of the U.K. Competition Appeals Tribunal, utilizes actual cases to argue that the courts have followed approaches that are closer to behavioral than traditional economics. Then we turn to the perspectives of several officials at competition authorities: Matthew Bennett, John Fingleton, Amelia Fletcher, Liz Hurley, & David Ruck from the Office of Fair Trading, which handles both antitrust and consumer protection issues in the United Kingdom; Alison Oldale from the U.K. Competition Commission; and Eliana Garcés who is in the cabinet of the Commissioner for Competition Policy of the European Commission.

In the Autumn 2009 issue of CPI, Paul Seabright, Harry First, Daniel Crane & Joshua Wright, and Barry Nalebuff discussed a recent Einer Elhauge article claiming that the Chicago single-monopoly profit theorem has been repudiated, and that many forms of tying and bundling should be considered suspect practices. Each of these authors disagreed with Elhauge in various ways. Seabright and Crane & Wright, in particular, disputed Elhauge’s conclusions on the single monopoly profit theorem. The spirited debate continues in this issue with a rejoinder by Elhauge who, in particular, insists that the Chicago single monopoly profit theorem really is dead.

We continue our practice of presenting recent cases of special interest with the analysis by Antonio Bavasso & Mark Friend of Barclays’ successful appeal of the Competition Commission’s judgment regarding personal protection insurance.
Bavasso & Friend examine the implication of the Competition Appeals Tribunal’s repudiation of the remedies adopted by the Competition Commission, relating this decision and related judgments to the larger topic of judicial review of competition authority decisions.

We conclude this issue with one of the early pieces in behavioral economics: Herbert Simon’s 1955 article on bounded rationality. As Lindsay McSweeney notes in her introduction, Simon imagines how actors that have limited information and computational abilities might behave. For many years, this article provided one of the leading alternatives to the traditional model of rational profit-maximizing behavior, bringing to the forefront of academic attention several of the key issues on which behavioral economics would eventually focus.

On behalf of CPI’s readers and its editorial team, I am delighted to extend my thanks to all the contributors to this issue.

David S. Evans
University of Chicago and University College London
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We discuss the literatures on behavioral economics, bounded rationality, and experimental economics as they apply to firm behavior in markets. Topics discussed include the impact of imitative and satisficing behavior by firms, outcomes when managers care about their position relative to peers, the benefits of employing managers whose objective diverges from profit-maximization (including managers who are overconfident or base pricing decisions on sunk costs), the impact of social preferences on the ability to collude, and the incentive for profit-maximizing firms to mimic irrational behavior.
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I. Introduction

In recent years there has been a good deal of research investigating how poor or non-standard decision making by consumers might affect market outcomes. In much of this work, the assumption is that firms are fully rational and aim to maximize their profits (and sometimes they do this by exploiting the behavioral biases of consumers). Some of this work points to situations where there is a role for policy which protects consumers from their own failings and from exploitative firms.¹

In this article we focus instead on non-standard approaches to firm behavior. Consumers are kept in the background, and are present merely to generate in some fashion a demand curve for the firms’ products. We present evidence—both real world and experimental—that firms (or experimental subjects playing the role of firms) sometimes depart from the profit-maximizing paradigm. For instance: firms may be content to achieve “satisfactory” rather than optimal profits; firms might rely on simple rules of thumb—such as imitating the strategies of well-performing rivals, or changing strategies only when profit falls below some acceptable threshold—rather than on explicit calculation of complex optimal strategies; firms may base pricing decisions on sunk costs as well as avoidable costs; CEOs may be overly optimistic about the profitability of mergers or other actions they undertake; managers might face incentives which induce them to care about relative rather than absolute profits; firms might punish rivals who behave “unfairly” towards them; and so on. We believe that many mainstream industrial economists and policy-makers are not yet fully aware of the substantial literature on these topics, and our aim in this survey is to bring some of the insights of behavioral economics as applied to firms to wider attention.²

There are, of course, a number of reasons why one might expect firms to be better decision makers than consumers, and this helps to explain the recent focus on consumer failings. First, there are economies of scale in making good decisions. A consumer may have to decide whether to buy a given product just a few times and it may not be worthwhile to invest much effort in making the right decision, while a firm selling to millions of customers has more at stake in getting it right. Relatedly, since firms often do the same things repeatedly, they may quickly learn how to do it right, while a consumer buying a rarely-purchased product may not have that opportunity. Second, firms compete with one another while consumers usually do not, and firms that are better at generating profits may succeed and prosper at the expense of firms which make worse decisions. In modern society, consumers rarely “exit” when they make poor market decisions.
However, there are also a number of considerations which go the other way:

- Firms typically operate within a highly complex and uncertain environment, and may need to resort to decision-making short-cuts and rules-of-thumb.

- Firms often face the added complexity stemming from strategic interaction with rivals, which consumers rarely do when buying products. For instance, in even the simplest situations, theories of tacit collusion or reputation-building require firms to follow highly intricate strategies.

- In practice, under-performing firms may take a long time to exit, and there is often a long period of decline before an established firm actually leaves the market. More generally, the complexity of the environment may mean that crucial decisions are taken with significant delay.

- Group decision making (as practiced more often by firms rather than by consumers) could introduce extra biases. For instance, the separation of ownership from control could leave managers free to pursue their own objectives that may differ from maximizing shareholder value. In fact, this last point can be turned on its head: In imperfectly competitive markets, shareholder returns might be enhanced by (deliberately or not) hiring managers whose objectives differ from maximization of profit. That is to say, although it appears paradoxical, actual profits might be enhanced when the firm’s objective departs from profit-maximization. For instance, hiring an aggressive or over-optimistic CEO, rewarding a CEO based on her performance relative to peers, or employing a CEO who bases pricing decisions on sunk costs, might all have strategic benefits in terms of affecting rival responses.

- Relatedly, the people who succeed in the tough career competition to manage firms might have these kinds of personality traits more frequently than the general population. Sometimes it seems that managers are motivated in part by personal animosity—or respect—towards a rival.

- Different managers have differing skills, and in particular some managers may be better at thinking strategically than others. More generally, it seems clear that an individual manager’s “style” can be important—for good or ill—for a firm’s performance.

- A manager may on occasion have a personal interest in the firm’s activities (say, a sports team, newspaper, or fine wine) beyond the profit generated, and this may cause a divergence from profit-maximization. (Captain Ahab, in Melville’s Moby Dick, is an extreme, if fictional, instance.)
• Rather than affecting rival responses as mentioned above, explicitly non-profit aims might act to boost consumer demand, as appears often to be the case with “fair-trade” or “green” products, for instance.

• Illegal cartels need to find ways to resolve disagreements about market shares, whether cheating has occurred, and so on, without recourse to legally binding agreements. As such, issues such as building trust and esprit de corps among conspirators are important.

• Finally, the potential presence of a “behavioral” type of firm in a market could induce a profit-maximizing firm to mimic irrational behavior. For instance, a firm might wish to gain a reputation to fight entry come what may, in order to deter future entry.

Milton Friedman is perhaps the most famous, and often quoted, exponent of the pervasive view that competition acts to discipline firms to maximize their profits:

“As we discuss in our conclusions, this view has much merit when it comes to many kinds of decision errors and behavioral biases, and some decision problems exhibited by consumers (such as procrastination, for instance) are less plausible in firms. Nevertheless, at various points in this survey we will see examples of situations where firms prosper when their objective diverges from maximizing profits, when “behavioral” managers are put in place, or when firms are content to achieve merely a satisfactory profit level.

In the remainder of this article, we discuss several of these points in greater detail. Section II surveys the experimental evidence on the ability of firms to collude, and how public policy could affect this ability. Section III discusses the related issues of imitative behavior by firms and concerns for relative (not absolute) profit, both of which often make an oligopolistic market more competitive than the orthodox theory suggests. Other forms of social preferences—a
desire for vengeance if a rival “cheats” on a collusive agreement, say—are presented in section IV, which we argue may help sustain collusive agreements. Various kinds of satisficing behavior are discussed in section V, where we show how imperfectly optimizing firms may actually end up with greater profits than their profit-maximizing counterparts. Section VI collects together discussion of the impact of over-optimism by entrepreneurs and managers, the imitation of irrational behavior by profit-maximizing firms, and the possible benefits of including fixed costs in a firm’s pricing decisions. Concluding comments are contained in section VII.

We do not attempt in this article to survey the entire terrain of behavioral economics as applied to firms. In particular, our focus is on firm behavior in markets rather than on the internal organization of firms. Similarly, we do not emphasize the potential policy implications of non-standard behavior by firms, although a few remarks about this are made throughout the paper and in our conclusions.

Before continuing, however, it is worthwhile discussing the role of laboratory experiments—which supply much of the empirical evidence we present in the following discussion—as an aid to understanding firm behavior. Laboratory experiments usually involve students playing the role of firms, who make decisions in minutes and for relatively low stakes, whereas real firms employ managers who are highly remunerated, experienced, and carefully selected. Why should these experiments tell us anything about the performance of actual markets? There are a number of reasons why we cautiously believe that data from experiments are indeed useful.10

First, experiments have been run with business people as subjects instead of students, and the latter do not appear to perform less (or more) rationally than the former.11 In addition, experimenters are careful to ensure that their subjects have a good deal of experience in playing the chosen game before they start giving weight to the generated data. Indeed, it is possible that subjects have more experience playing the highly stylized games in the laboratory than real managers have in their own naturally occurring markets. Second, as Plott12 writes:

“The relevance of experimental methods rests on the proposition that laboratory markets are ‘real’ markets in the sense that principles of economics apply there as well as elsewhere. Real people pursue real profits within the context of real rules. The simplicity of laboratory markets in comparison with naturally occurring markets must not be confused with questions about their reality as markets.”
Thus, theories and models that work generally should also work in the particular cases of laboratory markets.

Third, many theories in industrial organization are very subtle, and depend on detailed assumptions about what firms observe about their rivals, and what firms can say to their rivals. Information flows can be carefully controlled in the laboratory, while the environment of naturally occurring markets is harder to pin down, and it is often impractical to test complex theories about oligopoly behavior using non-experimental data. For instance, experiments are able to examine tacit collusion, in which no communication is possible between firms, while it is hard to be sure there is no communication going on in a real market. It is also hard to measure such important parameters as marginal costs in natural markets, while these can be accurately generated in the laboratory. Nevertheless, worries about the relevance of laboratory experiments should not be dismissed too casually: The concern that student behavior does not always closely match CEO behavior is probably more serious for oligopoly experiments than for other experiments (such as those concerning shopping or bargaining), and it is hard convincingly to replicate the detailed institutional structure of firms—such as hierarchies and group dynamics—in the laboratory.

II. Ability to Sustain Collusion

Collusion among oligopolists occurs when firms can sustain relatively high prices by credibly threatening a price war should one firm undercut the prevailing price (or boost its output). Firms need to interact repeatedly for high prices to be sustained, since a firm must trade off high profits now (if it deviates and undercuts its rivals) with low profits in the future (after a price war is triggered). A typical “trigger” strategy to sustain high prices takes this form: Each firm sets the collusive price as long as all firms continue to do so, but if one or more firms sets a price below the collusive price, all firms subsequently set prices according to a one-shot equilibrium strategy (e.g., set price equal to marginal cost if the firms supply homogenous products). Although even this simplest setting involves complex strategies, including the need somehow to coordinate on the particular collusive price, matters become vastly more complex if: firms are asymmetric; demand varies over time; firms cannot observe each others’ price (and so cannot tell if low demand now is due to an adverse demand shock or due to one firm offering a low price); and so on.

Fully rational firms (who are sure their rivals are also rational) cannot sustain collusion if there is a known end-point to their interaction, no matter how far in the future. (If the market ends after 100 periods, in the 100th period firms know there is no future to punish them, and so set low prices to undercut their rivals, and the one-shot equilibrium is played. In the 99th period, firms know what will happen next period, so again have no incentive to cooperate then. And the whole repeated interaction unravels, with the result that no collusion
is ever sustained.) When there is open-ended interaction, collusion is harder to sustain when there are more firms in the market. With many firms in the market, the short-run benefits of a price cut are relatively large compared to getting a small share of the on-going collusive profits. This means that collusion among many firms requires a higher discount factor (i.e., more weight placed on future collusive profits) than does collusion among few firms. Nevertheless, theory suggests that in plausible environments, collusion is achievable with relatively large numbers of rational firms.\textsuperscript{15} Collusion is also likely to be harder to sustain if firms cannot observe each others’ actions.\textsuperscript{16} For instance, if a firm cannot tell if low demand is due to an adverse market shock or due to an undercutting rival, then it may be reluctant to punish the rival harshly (since punishment hurts the punisher as well), and this could make collusion hard to achieve. But if a firm can observe a rival’s actual price, it can punish harshly when that price is low, and so make collusion more effective. For this reason, frequent information exchange is a vital part of many cartels.\textsuperscript{17}

\textbf{A. COLLUSIVE BEHAVIOR IN THE LABORATORY}

How do firms behave in repeated interactions in experiments? A typical experiment to analyze this question is conducted as follows:

\begin{itemize}
  \item The same subjects repeatedly play a stylized oligopoly game (say, Cournot quantity competition or Bertrand price competition) for a number of periods. The number of periods is either fixed (and announced in advance) or random (with, say, a 90 percent chance of another interaction after each period’s play). In the latter case, the likelihood of having another interaction plays the role of the discount factor, representing how important the future is.
  \item In each period, the actions available to each firm might be very restricted (e.g., with just two possibilities: “collude” or “compete” as in the Prisoner’s Dilemma) or more numerous (e.g., choosing any integer output from 0 to 100).
  \item The payoff structure of each period’s game might be described in full to each player if the actions are not too numerous (e.g., if playing a Cournot game a payoff table shows how a player’s profit depends on her own chosen output along with the aggregate output of the rivals). If actions are numerous, then subjects may be given a “profit calculator” which gives the subject’s profit as a function of some specified values for her own action and those of her rivals. Alternatively, the payoff structure might not be revealed at all, and after each period’s play a subject sees her own realized profit, as well as (possibly) the actions and realized profits of her rivals.
\end{itemize}
• Particular market features could be introduced. For instance, players could be permitted to make (non-binding) announcements in advance about what actions they will follow, or players could decide whether to form a cartel.\textsuperscript{18}

A focus of the literature has been to observe the extent of collusion in the laboratory market (say, measured as the ratio of actual profits to the theoretical one-shot Nash equilibrium profits), and how this depends on: i) the discount factor (or number of periods in the fixed-period case); ii) the number of oligopolists; iii) the kind of information revealed to participants; or iv) whether they can make pre-play announcements about their actions. Note that it is only in a sterile laboratory setting, where the information and communication flows can be precisely controlled, that one could investigate some of these questions.

This is not the place for a detailed summary of the large literature on experimental repeated oligopoly. But some highlights include the following observations.\textsuperscript{19} First, the importance of the future does affect the extent of collusion. Feinberg & Husted\textsuperscript{20} performed Cournot experiments with two different probabilities of continuing interaction, and observed that collusion was more prevalent with the higher probability. This is qualitatively in line with predictions of the behavior of fully rational firms in indefinitely repeated games.\textsuperscript{21} However, many experiments find that collusion can still be observed even when there is a known fixed number of periods; a finding that goes against the prediction of rational play.\textsuperscript{22} Of course, even with a finite horizon it is perfectly rational to cooperate for a time if one thinks that there is a chance one may be playing against a naïve opponent who is playing something like a trigger strategy (see section VI below for further discussion). But it is common to observe that collusion breaks down as the known endpoint nears.

In experimental markets, it appears that the number of oligopolists is crucial in terms of the ability to collude tacitly, i.e., where firms cannot communicate directly with each other. Huck, Normann, & Oechssler\textsuperscript{23} document how there is very little tacit collusion in Cournot markets with three or more firms, which conflicts with the theoretical predictions discussed earlier. Indeed, if anything, it is more common to observe that markets with more than two firms are more competitive than the static Nash prediction. On the other hand, there is a considerable amount of collusion in duopolies.\textsuperscript{24} One obvious difference between duopolies and oligopolies is that when there is a deviation from the collusive strategy, it is obvious to the two suppliers which of them deviated, presuming a deviation is known to have occurred. Moreover, it is possible to inflict punishment on that firm without hurting innocent rivals who were colluding according to plan.
In Bertrand markets with homogeneous products, prices above competitive levels are routinely observed in experiments, even with more than two firms or with a one-shot market interaction. However, these markets are very special, as in the one-shot Bertrand equilibrium firms make zero profits (when unit costs are constant), and so the only chance firms have to make positive profits is to price above cost (and they have little to lose if they fail to offer the lowest price). These markets are discussed further in section V, where we argue that satisficing behavior by firms is a plausible explanation for observed prices.

Huck, Normann, & Oechssler\textsuperscript{26} and Offerman, Potters, & Sonnemans\textsuperscript{27} examine the impact of the experimenter revealing information about each rival’s actions and payoffs to firms. (Huck et al. investigate four-firm Cournot markets, while Offerman et al. look at three-firm Cournot markets.) In some models of tacit collusion (though not the ones studied in these laboratory experiments), when firms can directly observe each other’s past actions, this enables deviations to the collusive agreement to be detected, and so helps collusion be achieved. However, all three studies find that revealing information about rival outputs and profits actually renders markets more competitive.\textsuperscript{29} Compared to the setting in which no firm-specific information is revealed, they find significantly lower prices when firms can observe each other’s actions and profits.\textsuperscript{30} While standard economic theory cannot easily explain this empirical finding—that competition in the presence of information about others is often tougher than in the static Nash equilibrium, sometimes approaching the fully competitive outcome where price equals marginal cost—there is a class of models in the evolutionary and learning literature that does predict such patterns, which we discuss in section III.

A related issue concerns the impact of communication between firms, and whether the ability to engage in some form of communication before market interaction aids collusion in the laboratory. (Of course, any agreements made in the communication stage are non-binding and purely “cheap talk.”) This literature is surveyed in Potters,\textsuperscript{31} who concludes that given the opportunity to communicate, firms do use this opportunity to conspire to fix prices, and this ability often has the effect of raising prices in the market (even with more than two firms). It appears that face-to-face talk has more of a collusive impact than computer-mediated communication, somewhat consistent with the camaraderie among conspirators we discuss later in section IV. Andersson & Wengstrom\textsuperscript{32} report results from an experiment in which it is costly to send a message from one firm to another. Intriguingly, they find that as the cost of communication rises (which could be interpreted as the outcome of a more vigilant antitrust policy) fewer messages are sent, as is intuitive, but when messages are sent collusion is more effective. One interpretation is that firms feel more committed to a collu-
sive agreement if costs are needed to reach that agreement. The net impact of making it hard to communicate is that collusion is substantially more prevalent, so that certain forms of competition policy might perversely turn out to aid cartel formation and stability.33

B. LENIENCY POLICIES

Here we continue the discussion of cartel formation in the presence of a competition authority, but in the context of leniency policies. Both U.S. and European antitrust authorities currently make use of leniency policies for whistle blowers, and in recent years the number of detected cartels has increased considerably. The idea is that providing an incentive to whistle blowers should render cartels less stable, as well as providing antitrust authorities with evidence which would otherwise be hard to obtain. While these benefits appear intuitive, theoretical work by Spagnolo34 and Motta & Polo35 have cast doubt on this intuition. The logic of their argument is that firms can use whistle blowing as a way to punish those members of a cartel which undercut agreed prices. Ironically, the ability to blow the whistle may then help to sustain collusion.

Antitrust authorities have a number of possible policies to fight cartels, including (i) fining the participants when misconduct is proved, (ii) granting leniency to cartel members who bring evidence of the cartel to the authority, or (iii) rewarding a cartel member if it brings forward evidence of the cartel. Apesteguia, Dufwenberg, & Selten36 experimentally investigated the impact of various leniency policies. They studied three-firm Bertrand markets under four experimental treatments: Standard, Leniency, Bonus, and Ideal. In Standard, Leniency, and Bonus, firms have the opportunity to form a cartel before they interact in the market. (A cartel is formed only if all three firms agree, and firms interact just once in the market to avoid issues of tacit collusion.) If a cartel is formed, the three firms can communicate in an unstructured way for 10 minutes, presumably to discuss their collusive strategy. (For instance, one possible strategy is to agree on a collusive price and to suggest that if one firm undercuts the price its rivals report the cartel.) In Standard there is no leniency clause and every firm (including the firm that blows the whistle) is fined a fraction of their turnover if a cartel has been formed and reported to the authorities. In Leniency the whistle blower gets a discount on the fine. (The discount is 100 percent if there is only one whistle blower, 50 percent if there are two simultaneous whistle blowers, and 33.3 percent if all three do so.) In Bonus the whistle blowers share the fines paid by the cartel members who kept quiet. In the fourth treatment, Ideal, the design is such that firms simply do not have the opportunity to form a cartel.

The parameters chosen in the experiments imply that with rational players the Standard and Leniency treatments can sustain collusion while Bonus and Ideal cannot. However, the data draw a different picture, and the most effective treat-
ment is not Bonus but Leniency despite its potential theoretical weaknesses. In fact, Leniency generates prices that are statistically indistinguishable from prices in Ideal where cartel formation is not possible. But theory not only fails to predict the performance of Leniency, it also gets the effect of Bonus wrong. Predicted to be the most effective remedy against collusion, Bonus, in fact, leads to prices which are as high as those seen in the Standard treatment. In addition, the Bonus treatment leads to the greatest incidence of cartel formation, while Leniency has the least. The authors conjecture that subjects in the Bonus treatment are tempted to form a cartel with an agreement to set high prices, and then also being rewarded for reporting the cartel (although this strategy is not in fact profitable when many firms form a cartel with this duplicitous intent). Apesteguia, et al. conclude: “Our findings in this paper provide no reason for Gary Spratling and Mario Monti to feel disappointed with the leniency clauses that have recently been incorporated into the anti-trust legislation in most member states of the OECD.”

While Apesteguia, et al. study a one-shot interaction, Hinloopen & Soetevent\(^{37}\) examine a setting where three firms repeatedly interact in the same market for 20 periods. (With a repeated interaction, firms may be more reluctant to report a cartel, since they then forgo the future benefits of collusion. In addition, even if cartel formation is impossible, there is the possibility of tacit collusion.) They report that leniency programs not only reduce the frequency with which cartels are formed but also reduce the stability of cartels that do get formed. Moreover, cartels that do get formed in the presence of the leniency programs charge relatively lower prices. Thus, both of these studies show that leniency programs, despite their potential weaknesses in theory, are successful in fighting cartels.

### III. Imitative Behavior and Concerns for Relative profit

Rather than each firm laboriously calculating its own optimal strategy, even if that were feasible, it is plausible that firms may sometimes choose to imitate the strategies of their more successful peers. As Alchian put it:

> “[W]henever successful enterprises are observed, the elements common to these observable successes will also be associated with success and copied by others in their pursuit of profits or success. […] What would otherwise appear to be customary ‘orthodox,’ non-rational rules of behavior turns out to be
Alchian suggests that imitation enables firms to make use of other firms’ private information and optimizing behavior, and to enjoy the benefits of conformity (as imitating firms are likely to do as well as the average of their peers). To discuss these and other points further, it is useful to distinguish between imitation by non-rivalrous firms and imitation by firms competing in the same market.

A. IMITATION BY NON-RIVALROUS FIRMS

For now suppose that the relevant firms do not interact strategically in a market, e.g., they may be local monopolists, or they may be price-taking firms facing some given exogenous price (such as farmers deciding on an agricultural technique). It is plausible that “optimizing” and “imitating” firms might co-exist, and each firm chooses which of the two broad kinds of strategy to follow. If firms incur a cost for calculating the optimal action, then when most firms are optimizers and firms operate in a similar environment, it may benefit a firm simply to copy these optimizing firms’ actions and save itself the calculation cost. Of course, if too many firms free-ride and copy average observed behavior, there may re-emerge a benefit to investing in optimizing. Since optimizers provide a free service to imitators, in general there will be too few optimizers in equilibrium.

In other situations, firms may be unsure about the optimal action even after significant deliberation, and instead they may have some kind of noisy signal about what is the best action. (For instance, a firm might read a trade report or attend a conference about a new technology in the market.) If firms choose their actions sequentially, and can observe the actions chosen by earlier firms, then a (rational) firm should take into account what other firms did before choosing its own action. In such cases, there is a danger that firms will become locked into taking the wrong action. Such a framework might be used to explain inefficient technology adoption or merger waves by profit-maximizing firms. However, the predicted equilibrium depends on very sophisticated reasoning by firms. (For instance, the third firm needs to work out what the second firm’s action implies in terms of that firm’s private signal, and the required “depth of reasoning” gets progressively more onerous for firms which are further back.) In experiments, it appears that firms do not play this equilibrium, and instead put more weight on their private signal than they should. This could be interpreted as a form of over-confidence, a topic to which we return in section VI.

Career concerns of managers might give a reason why a manager mimics the action of a peer, even if there is no extra cost to calculating the optimal action from scratch. Scharfstein & Stein suggest a model with two managers (who do not compete in the same product market), each of whom may have private infor-
mation about the desirability of choosing action X or action Y. One manager chooses her action first, and the other then chooses after taking account of the first decision. Managers are either “smart” (i.e., they have genuine information about which strategy is better) or “dumb” (i.e., they know nothing), and managers do not know which type they are when they decide on their action. Since their private information is correlated, a pair of smart managers tends to choose the same action. Therefore, if a manager’s subsequent career depends on whether or not she is perceived to be smart, the second manager has an incentive to imitate the first so as to be considered smart, even if that means going against her own private information. As the authors put it: “an unprofitable decision is not as bad for reputation when others make the same mistake—they can share the blame if there are systematically unpredictable shocks.”

This managerial herding is often socially inefficient. However, imitation can also be socially useful. A model which several researchers have investigated supposes that each firm usually imitates its best-performing peer, but with some (perhaps small) probability it “experiments” and chooses a random strategy. A firm—if it has access to the necessary information—can observe the actions and profits of the other firms, and when it next has the opportunity to change its own action it can choose the action of the most profitable firm. In a stable and symmetric environment, this process of imitation will likely lead over time to approximately optimal behavior.

B. IMITATION BY COMPETING FIRMS

Additional effects come into play when firms are rivals operating in the same market, so that firms compete as well as observe. In practice, oligopolists may have little idea of the consumer demand function, or how closely substitutable their rivals’ products are with their own. Nevertheless, they may observe their rivals’ actions and realized profits. When oligopolists imitate the most profitable actions observed in the market, it is possible that the market moves over time to a highly competitive outcome (more competitive than the one-shot Nash equilibrium).

To see this, consider a Cournot market where several firms with identical constant marginal costs compete to supply a homogenous product. Suppose, whenever they have the opportunity to change their output, that firms imitate the output decision of the most profitable firm of the previous period. Then, when the market price is above cost the most profitable firm will be the one with the largest output. Hence, firms with low output will increase their output, imitating the profitable firm, which pushes the price down. (If price is below cost, the most profitable firm is the one with the smallest output, and so imitation will then drive prices up.) Thus, imitation pushes prices towards cost and the market
evolves towards the perfectly competitive outcome where price equals marginal cost. In sum, when firms myopically imitate the most profitable strategy, the industry as a whole moves to an unprofitable, highly competitive outcome. See Vega-Redondo\textsuperscript{47} for more details of this model, as well as Schaffer\textsuperscript{48} for a related model.\textsuperscript{49}

Many markets are better modeled as firms choosing prices rather than quantities, and where firms offer differentiated products. In these markets, imitation can also induce firms to compete aggressively, although not to the extent of perfect competition as seen in the (homogeneous product) Cournot case. To illustrate, consider a duopoly with firms labeled 1 and 2, where if the two prices are \( p_1 \) and \( p_2 \) then firm 1’s demand is

\[
q_1 = 1 + p_2/2 - p_1
\]

(and similarly for firm 2). For simplicity, suppose costs are normalized to zero. Then profit-maximizing firms are predicted to choose the Bertrand equilibrium prices \( p_1 = p_2 = 2/3 \), and each firm sells quantity 2/3. One can check that when both prices are above 1/2 then it is the lower-price firm which makes greater profit. (When both prices are below 1/2 then the higher-price firm has more profit.) Therefore, when the less profitable firm chooses the price of the more profitable firm (and firms experiment every so often as discussed in footnote 45), prices will settle over time at \( p_1 = p_2 = 1/2 \), so that the mark-up on cost falls by one-third with imitative behavior relative to profit-maximizing behavior.\textsuperscript{50}

An interesting corollary of imitative behavior is that with symmetric firms the familiar distinction between price-setting and quantity-setting behavior vanishes, and the long-run performance of markets with imitative firms does not depend on whether firms choose to compete in prices or in quantities. With profit-maximizing behavior, when firms compete in quantities the outcome differs—typically it is less competitive—from when they compete in prices. (For instance, in the linear demand example of the previous paragraph, when firms compete in quantities one can show that the equilibrium involves each firm setting the output 3/5, which induces each firm to set the price 4/5, which is higher than when the firms compete in prices.) However, when firms choose quantities the process of imitation converges to the situation where each firm chooses output 3/4, which induces each firm to set the price 1/2, which is exactly the same as when firms chose prices.\textsuperscript{51}

As discussed earlier in the context of non-rivalrous firms, it is natural to consider situations where profit-maximizing firms compete against naïve imitators to see which type of behavior performs better. Schipper\textsuperscript{52} investigates a Cournot model where “imitators” compete against “optimizers,” where the latter firms are
not really forward-looking profit-maximizers but rather myopic, and choose their output in one period as the most profitable response to the previous period’s outputs. He shows that imitators make greater long-run profits than optimizers. A sterner test of the benefits of naive imitation is when such a firm competes against firms who are forward-looking strategic players. It turns out that in a wide class of games, firms which imitate the best past performers do “essentially” as well as profit-maximizing rivals. For instance, consider a repeated Prisoner’s Dilemma in which one firm plays the most profitable actions used in the previous period (starting initially by playing “collude”, say). Then, unless there is very severe discounting of the future, the profit-maximizing way to play against this imitator is to collude in all periods except the last (if there is a last period), when it is optimal to compete. The profit-maximizing firm therefore obtains identical profits to the imitator, except just for one period (if there is a last period) when it makes higher profits.\(^5\)

Of course, firms can only imitate the most successful firm when they are provided with the necessary market information (namely, the profits of each firm, together with individual outputs in the Cournot case). But as soon as this information is present, a process as described by Vega-Redondo can make markets very competitive. As discussed in section II, Vega-Redondo’s paper has inspired several experimental tests,\(^5\) all of which found some support for the basic qualitative prediction of the imitation model. Even when firms have enough information to calculate the Cournot equilibrium, say, if they are then given the extra firm-specific information which allows them to imitate the best, this makes their behavior more competitive. However, the perfectly competitive outcome was not always achieved, indicating that not all subjects were following the “imitate the best” strategy. (An exception is, Huck et al.,\(^5\) who in their treatment denoted “IMIT+” where firms did not know much about the functional forms of market demand or costs but did observe individual rival quantities and profits, found that the outcome was statistically indistinguishable from the perfectly competitive outcome.) Offerman, et al.,\(^5\) suppose that a fraction of firms imitate, while the remainder are assumed to choose the most profitable output given the observed outputs of the previous period. In their data, the best fit for this mixed model is that two thirds of firms are imitators.

C. CONCERNs FOR RELATIVE PROFITS

There is a close connection between situations in which firms imitate the most profitable action played by their rivals and situations in which firms (or their managers) have as their objective the maximization of relative profits. The reason for this close connection is as follows. Consider the differentiated product duopoly just discussed, and suppose one firm reduces its price to undercut its

It turns out that in a wide class of games, firms which imitate the best past performers do “essentially” as well as profit-maximizing rivals.
rival. If the lower-price firm makes greater profit than its rival, this means that the price cut harms it less than its rival, i.e., the difference between its profit and its rival’s rises. In the specific linear demand example in expression (1) above, if firm 1 wishes to maximize its relative profit, it chooses price $p_1$ to maximize the profit difference

$$p_1(1 + p_2/2 - p_1) - p_2(1 + p_1/2 - p_2),$$

and it is therefore optimal for it to set the price $p_1 = 1/2$, regardless of the rival’s price $p_2$. If both firms care purely about their relative profit, they will both set the price $1/2$, just as eventually occurred when firms imitate. Thus, the long-run outcome in markets in which firms imitate coincides with the (one-shot) outcome in markets in which firms are fully rational except that their objective is relative rather than absolute profit.

The importance of this result is that, while purely imitative behavior on the part of sophisticated firms perhaps seems unlikely in many markets, the assumption that firms care about their relative position in a market has strong intuitive appeal. First, there is by now no doubt that many individuals are strongly driven by relative pay. This is evident from the behavioral and experimental economics literature, as well as from the emerging happiness literature. Indeed, CEOs as a group may have a greater proportion of “rivalrous” people than the population as whole, and such people may put particular weight on their relative standing. Secondly, managers often have placed on them (either explicitly or implicitly) incentives which induce them to care at least in part about relative as well as absolute performance. (One reason for this might be to insure managers against common shocks impacting the market as a whole.) For instance, Gibbons & Murphy document empirically how a CEO’s pay rise and likelihood of retention depend positively on the firm’s performance and negatively on the overall industry performance. Vickers shows that a firm in a Cournot market can improve its equilibrium profits (both in absolute and relative terms) when competing against profit-maximizing firms by inducing its managers to care about relative rather than absolute profit. For the same reason, if potential managers differ in their intrinsic preferences for absolute or relative profit performance, Miller & Pazgal argue that a firm may wish to hire a manager with a known behavioral bias towards relative profit so as to gain strategic advantage. By contrast, in Bertrand markets rather than Cournot markets, a firm’s profits typically fall if its manager cares about relative instead of absolute profits; a manager who cares about relative profits will set a low price, which in turn will induce low prices from its rivals, and each firms’ profits decline.
So far, we have argued that imitation or concern for relative profits makes the static interaction among oligopolists more competitive, but what does this behavior imply for the sustainability of collusion? Suppose that each oligopolist cares about its profits relative to its rivals. Compared to the setting with absolute profit maximization, there are two effects:

- the static Nash equilibrium—which is used to punish firms if they deviate from the collusive agreement—is more competitive, but
- the short-run benefits to deviating are larger, since by undercutting its rivals a firm not only boosts its own profits but also harms its rivals.

The first effect makes collusion easier, while the second makes it harder, and a priori it is unclear which dominates. However, in a Cournot setting, Lundgren shows that when firms care purely about relative profit, collusion is impossible to sustain.

We can summarize this discussion as follows. In markets where firms offer substitute products (i.e., in which firms compete), the market is made more competitive relative to the textbook situation of firms maximizing profits if firms either (i) imitate the previous most profitable strategies or (ii) aim to maximize their relative profits. The (eventual) outcomes under scenarios (i) and (ii) coincide, and in both cases the outcome is the same whether firms compete in prices or quantities. In mixed settings, where imitators (or relative profit maximizers) compete against profit-maximizing firms, the former will often perform in absolute terms at least as well as the latter.

IV. Vengeful Behavior and Esprit de Corps

The previous section discussed situations in which firms and their managers care about relative rather than absolute performance. Another kind of social preferences is present when firms care when their rivals obtain an “unfair” share of industry profits, for instance by cheating on a collusive agreement.

It is clear that many people are willing to incur costs in order to harm others who are perceived to have behaved unfairly towards them, a phenomenon which could be called vengeance or spite. Among the most famous and robust experiments in economics are those that study the “ultimatum game.” Here, two players must share some specified prize, and one player (the “proposer”) suggests a way to share the prize between the two players. If the second player (the “responder”) agrees with the proposed shares, the prize is divided accordingly, while if the responder does not agree then neither player gets anything. If players are interested in obtaining as much of the prize as possible, the predicted outcome
(from a one-shot interaction) is that the proposer offers only a tiny share to the responder, who accepts since she prefers a small positive payoff to nothing. However, it is commonly observed that the responder will reject offers she finds too small, e.g., less than 25 percent of the prize. Because of this, proposers learn or anticipate that it is too risky to make such unfair offers, and outcomes where the proposer offers the responder 40 or 50 percent are often the norm. These experiments have been performed (in poorer countries) when the prize is very significant in terms of monthly salary, and the results are similar.

The same effect is observed in markets. Huck, Muller, & Normann show that a firm with a theoretical commitment advantage (a Stackelberg leader in a Cournot market) finds it hard to exploit that advantage in experimental markets. The reason is that the theoretically disadvantaged firm (the Stackelberg follower) acts more aggressively than predicted by the subgame perfect equilibrium of these market games. In fact, followers appear to punish the leader when the leader supplies a quantity above the symmetric Cournot quantity. (They punish the leader by themselves supplying a higher quantity than their most profitable response to the leader’s quantity.) This behavior is in line with the vengeful behavior seen in the ultimatum game when the proposer tries to exploit his first-mover advantage.

Similar behavioral effects are observed in experiments that study strategic delegation. As already mentioned, Vickers showed theoretically that firm owners might want to employ managers simply for strategic reasons. By writing an appropriate incentive contract for the manager, the owner can in effect commit his firm to Stackelberg-like aggressive behavior. However, if all firms do this a highly competitive outcome results: All firms are worse off than when managers care solely about profit. Huck, Muller, & Normann tested this theory in an experiment, and do not confirm its predictions. If an owner does offer his manager the aggressive contract (and other owners do not), then managers in the weaker position are not content with simply accepting their “equilibrium fate” which would give them a lower salary than their opponent. Rather they behave more aggressively, in line with the observed behavior of the Stackelberg followers mentioned in the previous paragraph. This could mean that attempts to hire “behavioral” types of managers, as in Miller & Pazgal may also backfire.

A natural question is whether vengeance might help to sustain collusion. For instance, if the collusive arrangement (a high price and equal market shares) is considered to represent the “fair” outcome, then if one firm reneges on the agreement and undercuts the price, its rivals may be offended and hence punish the deviator especially aggressively (even at extra cost to themselves). In the previous section we argued that concern for relative profits did not help sustain collusion, since it induced an extra benefit to deviating. But vengeance is subtly different from a concern for relative profit, since it only comes into effect when
someone is treated unfairly. (There is no extra benefit from harming your rival, unless he has first harmed you.) Thus, because vengeance induces more aggressive punishments for deviating, it could help sustain collusion relative to situations in which firms care only about their own profits.  

While the previous section showed how concerns for relative performance could increase competitiveness in a market (thus benefiting consumers), these examples show how vengeful behavior can reduce competitiveness (to the detriment of consumers). In settings where firms are symmetrically positioned, concerns for relative profits increase competition. On the other hand, in environments where markets are predicted to be particularly competitive due to strategic asymmetries (as in the Stackelberg model), vengeance against unfairly advantaged rivals tends to mitigate these advantages, rendering market outcomes more symmetric and less consumer-friendly.

The impact of vengeful behavior is less likely to be present when agents are very asymmetric or if some are perceived to be entitled to a bigger share of the surplus. Thus, the potential for spiteful behavior may affect conduct between rival firms, but not so much between a firm and its consumers, for instance, or between a large supermarket and a small supplier. Consider modifying the ultimatum game so that there are many responders. (More precisely, the single proposer offers a share, and the various responders simultaneously decide whether to accept. If some responders accept, one is picked at random and given her offered share; if none accepts then no one gets anything.) Then orthodox theory predicts—and experiments confirm—that the single proposer will be able to offer the responders very little and still find a willing responder. In a sense, competition forces the responders to act as if they were purely self-interested, and so “vengeance” is a rent which competition dissipates.

While vengeful behavior may sometimes be a way to sustain collusion, an alternative method is to foster a sense of loyalty, of *esprit de corps*, amongst the conspirators. Although information sharing is an important ingredient for collusive schemes to work, a useful by-product of regular meetings is that loyalty and friendship may be inculcated, which may make it socially costly to cheat on agreements. Moreover, since illegal cartels cannot enforce agreements with legally binding contracts, trust plays a central role in their operation. (Recall from section II that face-to-face communication seemed to foster collusion in the laboratory more effectively than computer-mediated communication.) An important role for antitrust, via leniency programs and the like, is indeed to foster distrust among conspirators.
A clear example of an attempt to run a cartel (or cartel-like operation) by means of encouraging a sense of camaraderie is the U.S. steel industry during the years 1907-1911, in which cooperation was fostered through a series of social events and meetings which have become known as the “Gary Dinners” after the chairman of U.S. Steel, Judge Elbert Gary. It is worth quoting one of Gary’s speeches at length:

> “[W]e have something better to guide and control us in our business methods than a contract which depends upon written or verbal promises with a penalty attached. We as men, as gentlemen, as friends, as neighbors, having been in close communication and contact during the last few years, have reached a point where we entertain for one another respect and affectionate regard. We have reached a position so high in our lines of activity that we are bound to protect one another; and when a man reaches a position where his honor is at stake, where even more than life itself is concerned, where he cannot act or fail to act except with a distinct and clear understanding that his honor is involved, then he has reached a position that is more binding on him than any written or verbal contract.”

In essence, if conspirators can find a way to increase the social or psychological cost of cheating, collusion will be more readily achieved.

Further historic evidence of the impact of social preferences on anticompetitive behavior comes from the UK shipping cartels in the period 1879 to 1929. Podolny & Scott Morton document how established cartels behaved significantly more aggressively toward entrants who had low social status (or who were foreign), relative to the situation where an entrant had a knighthood, say. (The study controls for the correlation between social status and “deep pockets,” which may make predation less profitable.) The authors argue that the likely reason is not so much pure snobbishness on the part of the cartel (who typically comprised high status individuals), but rather that social status was used as a signal of the entrant’s likelihood of cooperating within the cartel, and the expected “transactions costs” of having the entrant as a member of the cartel, if admitted.

V. Satisfactory, Not Maximum, Profits

Rather than denying the importance of (absolute) profits, one might instead question whether firms really maximize profits. For reasons of complexity, ignorance, or the “easy life,” firms might instead engage in satisficing behavior to secure a target level (or “aspiration level”) of profit. In its starkest form, the util-
ity of a firm then has just two values: good enough, and not good enough. This idea goes back at least to Rothschild, Gordon, and Simon. Just as a consumer might not change her bank, say, until the perceived level of service quality she receives falls below some threshold, a firm might not revise its strategy while it continues to obtain satisfactory profits. Only if the realized profit falls below the target level will a firm resort to experimenting with an alternative strategy. Such behavior could give rise to a degree of price rigidity for instance, even if underlying cost or demand conditions vary. Experimentation could be purely random in extreme cases, or firms may be able to target their attention towards new strategies which will likely boost profits. (For instance, an idea in the early literature on satisficing was that firms often had a degree of “managerial slack,” and when times were hard managers could focus their energies on cutting costs or expanding their markets.) What level of profits a firm considers to be “satisfactory” is likely to depend on its historical returns as well as the performance of its peers and the economy as a whole.

Cyert & March discuss some implications of satisficing behavior and test these ideas empirically analyzing data from (a few) manufacturers of farm implements. They conclude that a firm is more likely to resort to aggressive strategies (seeking cost reductions or sales expansions) if it is operating close to its break-even point or if its costs are higher than the industry average; behavior which accords with the idea that firms are most likely to change strategy after they realize low profits.

Huck, Konrad, Muller, & Normann document related effects in an experiment concerning mergers in Cournot markets. As shown by Salant, Switzer, & Reynolds, bilateral mergers in linear Cournot markets with more than two firms are predicted to reduce the joint profits of merging firms when firms are profit-maximizers. Since this prediction appears counterintuitive at first sight, the result has been dubbed the “merger paradox.” However, the intuition for the result is simple. In Cournot markets firms’ outputs exert negative externalities on their rivals. Hence, after a merger the two insiders have an incentive to internalize some of these negative externalities; that is, they have an incentive to reduce their combined output. (Obviously, they would keep their pre-merger profits if they simply kept their output constant, but this is not the most profitable response to the un-merged firms’ outputs.) Further, as Cournot interactions are games with strategic substitutes, the un-merged firms’ optimal responses to this contraction in output are to increase their own outputs (in response to which the merged firm will reduce its output even further, and so on). This leads into a new equilibrium where the market price is higher, the outsiders are better off, and the two merging insiders are worse off. The reduced market share of the merging firms (from $2/n$ to $1/(n - 1)$ if there are $n$ firms initially) outweighs the benefits from increased market concentration.
Huck, et al. test this prediction in laboratory markets with initially three or four firms. Mergers are implemented exogenously after 25 periods in which firms learn to play the Cournot equilibrium. Firms are randomly selected to merge and then play for a further 25 periods. The merged firm is managed by one of the two subjects playing the role of the two merging firms. Profits are shared equally between the manager-owner and the passive owner. After the merger, profit-maximizing firms are predicted to behave as if one of the firms had vanished, and in particular, a merged firm is predicted to choose the same output as the non-merged firms. However, a different behavior emerges in the laboratory; the merged firm systematically supplies more than the outsiders. (The outsiders are seen to respond approximately optimally to the behavior of the merged firm.) This implies that the losses from the merger are smaller than predicted. In fact, when there are four firms initially present the merged firm does not lose at all. Rather, it experiences a significant increase in profits for a few periods and then, when the outsiders are fully adjusted, its per-period profits fall slightly compared to their pre-merger levels.

Huck, et al. discuss a number of reasons for this effect, and by conducting suitable control experiments they suggest something akin to satisficing behavior explains observed behavior. After two firms merge, the firms perceive the danger that their joint profits fall, and pursue aggressive strategies to avoid this (as the firms in Cyert & March did). The result is that the merged firm’s output is significantly higher than its rivals’ outputs, even though post-merger a merged firm and an unmerged firm are in a symmetric position. (However, the merged firm’s output is lower than their combined outputs in the pre-merger phase, and so their strategies are not entirely inert.)

Dixon and Oechssler discuss an interesting application of satisficing behavior. They consider a number of oligopolies (rather than just one), and suppose that firms follow the following rule of thumb: “If my profits are no lower than the average profits observed across all markets, I keep my strategy unchanged; if my profits are lower than average profits across all markets, I experiment and choose a random strategy.” Thus, firms use the average payoff of all firms as their aspiration level. Such a policy requires information about average profitability, but no information about individual firm actions or profits or about consumer demand. It turns out that when firms behave in this manner (with a small amount of noise added) then behavior in each market eventually becomes collusive. Consequently, practices that look innocent from the orthodox point of view—myopic adjustments towards better strategies—may lead to undesirable outcomes. There can be collusive effect without any collusive intent.

To understand this surprising result, consider for simplicity a pair of identical duopolies (i.e., there are four firms in all), which interact over time in a Prisoner’s Dilemma manner using the two possible actions of “compete” or “collude.” Suppose that all firms are initially colluding, in which case all firms are satisfied with their profits. Next, imagine one firm “trembles” and changes its
action to “compete.” A duopoly in which both firms collude has higher profits than a duopoly where one firm colludes and the other competes, and so firms in the colluding duopoly remain satisfied with their profits and do not experiment. The only firm dissatisfied with its profit is the colluding firm playing against the competing firm, which will experiment and end up playing “compete.” We then have two firms in a market playing “compete,” both of whom will be dissatisfied with their profits, and will experiment and end up both playing “collude.” Thus all firms colluding is the stable steady state of this process (unlike all firms competing, where one “tremble” will eventually induce all firms to collude). In contrast to Adam Smith’s invisible hand, which guides profit-maximizing firms towards outcomes which benefit consumers, with this form of satisficing behavior, a second invisible hand guides firms toward outcomes which exploit consumers.

A concept related to satisficing behavior is “approximately” optimal behavior. Firms may not find it worthwhile to calculate their optimal strategy precisely, but instead to cease their search for a good strategy when they get to within some tolerance of the optimal strategy. In technical terms, the outcome of approximately optimal behavior is termed an “$\varepsilon$-equilibrium,” where $\varepsilon > 0$ is the (perhaps small) tolerance which firms have for short-fall in optimal profits. An important insight is that even a small tolerance by firms for sub-optimal strategies—that is, a small departure from fully optimizing behavior—can result in significant departures from the outcomes corresponding to optimizing behavior. (In the neighborhood of a firm’s optimal strategy its profits are roughly flat, and so a moderate change in its strategy might have little impact on its own profit, and yet could have a significant impact on its rivals’ profits and strategies.)

To illustrate, consider two symmetric firms supplying a homogeneous product engaged in quantity competition. To be concrete, suppose that the consumer demand curve is $q(p) = 1 - p$ and that production is costless. Then the symmetric collusive outcome in this market involves each firm supplying quantity $1/4$ inducing the monopoly price $p = 1/2$. How small can a firm’s tolerance for sub-optimal behavior be for this monopoly outcome to be an $\varepsilon$-equilibrium? The most profitable response to the rival’s monopoly output of $1/4$ is to supply output $3/8$ rather than $1/4$. However, its gain in profit from pursuing the optimal strategy rather than the satisficing strategy of supplying output $1/4$ is only $1/64$. Thus, the collusive outcome (where each firm supplies quantity $1/4$) is an $\varepsilon$-equilibrium provided that $\varepsilon > 1/64$. Note that $1/64$ is about 6 percent of a firm’s share of the monopoly profit, and so if firms are prepared to optimize to within 6 percent of their exact optimal profits, the monopoly outcome can be sustained without
any collusive intent. Of course, though, a problem with the notion of $\varepsilon$-equilibrium is its lack of predictability: firms could also accidentally play more competitively than the Cournot duopoly equilibrium.

Baye & Morgan\(^7\) present an interesting account of how almost-optimal behavior can lead to significant departures from the predictions of fully-optimal models. They analyze a static homogenous product Bertrand market, so that profit-maximizing firms are predicted to set prices at marginal cost. They obtain an $\varepsilon$-equilibrium involving mixed strategies for choosing prices that yields relatively high profits even for small $\varepsilon$. (With duopoly, when $\varepsilon$ is just 1 percent of monopoly profit, their chosen $\varepsilon$-equilibrium yields expected profit which is more than 25 percent of the monopoly profit.)

Baye & Morgan also discuss an alternative model of bounded rationality, which is that firms play a so-called quantal-response equilibrium.\(^8\) This model supposes that a firm is more likely to choose a price which yields higher profit, but is not sure to choose the most profitable price. (This model nests the fully rational model and a model with purely random behavior as special cases.) While the details of the equilibria in the two models of bounded rationality differ, the broad conclusions—that prices are above cost, profits are positive, and profits fall with more rivals—coincide. Baye & Morgan run laboratory experiments to generate data, and estimate which model of firm behavior best fits the data. Especially for duopoly, they find that both the $\varepsilon$-equilibrium and the quantal-response equilibrium model fit the data better than either of the extreme fully-rational or fully-random models.\(^9\)

VI. Other Topics

A. OVER-OPTIMISM

As is well-documented in the psychology literature, over-optimism (or over-confidence) about one’s own ability or about the probability of favorable outcomes is apparently common in the population.\(^9\) Adam Smith\(^9\) wrote: “the chance of gain is by every man more or less over-valued, and the chance of loss is by most men under-valued.” There are good reasons for thinking over-optimism is still more common among entrepreneurs than the population as whole. There is a “winner’s curse” aspect to launching a new business: It is likely that others have already thought about launching a similar product (be it a new restaurant in a particular locale, or something more ambitious), and the entrepreneur who actually decides to start the new business is likely to be more optimistic than others. As a result, even if beliefs about the likely return from the investment are unbiased on average, the entrepreneur will typically be overly optimistic. Unless entrepreneurs rationally take full account of the fact that others have decided not to enter this market, we expect to see: (i) high failure rates for new businesses, and (ii) credit rationing, or loans being offered only with collateral.\(^9\)
Internal promotion procedures may also have a tendency to favor the over-optimistic, so that CEOs as well as entrepreneurs may be disproportionately over-optimistic. Consider a situation where management promotions are driven through rank-order tournaments, as in Lazear & Rosen. To be promoted to a higher level, managers tend to require both skill and luck. In Lazear & Rosen’s original model luck was exogenous noise, but the model can be extended so that managers can affect the riskiness of projects they undertake. The consequence is that the best performing manager in a tournament is likely to have high skill and to have chosen a risky set of projects. Over-optimism in a manager might mean that that manager downplays the true riskiness of projects. In this setting, managers who rise to the top of a firm are likely to be the highly-skilled optimists who were lucky.

Using a more abstract selection mechanism, Heifetz, Shannon, & Spiegel also argue that optimists will systematically outperform realists in competitive environments, and so will predominate in the pool of successful agents. The key intuition is that optimism can serve as a commitment device if observed by rivals (much as making a manager maximize relative profits does in Vickers). Translated into a market context, Heifetz et al.’s analysis suggests that particular forms of managerial over-optimism may sometimes act to soften competition.

For instance, consider a Bertrand oligopoly with differentiated products where there is some uncertainty about demand. The more optimistic a manager is—say, about the scale of demand, or the extent of product differentiation among suppliers—the higher the price she will charge. If a manager’s optimism is observable or if competitors at least have some informative signal about her degree of optimism, they will rationally anticipate these higher prices and optimally adjust their own prices upwards as well. Hence, one optimist is enough to increase the prices charged by all firms. And crucially the optimist will earn more money for her firm than the realist would have done (although her rivals will earn still more).

In what is perhaps the best-known paper about managerial irrationality, Roll suggests that excessive merger activity may be generated by managerial over-confidence. In his theory, a CEO is too confident in the accuracy of his information about the potential profitability of a takeover, and so will be too quick to launch a takeover bid. Predictions of this theory are that the combined gain to bidder and target will be close to zero, and that the bidder’s value will fall on announcement of the bid. Roll suggests that the available empirical evidence does not reject these predictions. Over-confidence by CEOs in their ability to choose investment projects and merger opportunities has been detected by Malmendier & Tate. CEOs will differ in the extent of their overconfidence, and Malmendier & Tate identify as over-confident those CEOs who hold on to their stock options.
until they expire. They interpret this as evidence of the CEO’s over-estimation of their firm’s future performance. They show that this group of CEOs is 55 percent more likely to undertake a merger. Managerial over-confidence could explain why companies that undertake mergers seem to under-perform.

Another form of potential over-confidence concerns a manager’s faith that he will not be caught if he pursues an illegal activity such as price-fixing. If many cartelists downplay the risk of detection, then policy measures to increase the penalties for illegal cartel activity could be less effective than would be predicted by an approach based on rational profit-maximizing behavior.

There is also a rich literature in finance about whether overconfident securities traders can survive in the long term or whether, a la Friedman, they are driven out by more rational traders. If an overconfident trader underestimates the riskiness of an asset, she will buy more of the asset than rational traders. If the risky asset also has higher expected return, then the over-confident traders can become wealthier than more rational investors (although their expected utility is lower). If an over-confident trader believes that her estimate of the expected return of a risky asset is more precise than it really is, such a trader will trade more aggressively than an unbiased trader, and since she trades based on useful information, her expected wealth is higher than unbiased traders (although her expected utility is lower). As a result, over-confident traders can persist in, and even dominate, the market. In such cases, Darwinian selection actually selects the biased traders. Kyle & Wang present a model with just two traders, one of whom is over-confident and known to be so by the rational trader. They show, in a very similar manner to our previous discussion about Heifetz, et al., that the over-confident trader gains strategic advantage by being known to trade aggressively, which induces the rational trader to scale back her own trades. The result is that the overconfident trader performs better than the rational trader.

B. ACCOUNTING ANOMALIES

It is a fundamental tenet of profit-maximizing behavior that fixed and sunk costs, while they are important for entry and exit decisions, should not play a role in the determination of prices to customers. For instance, competition authorities do not always put much weight on claimed synergies between merging firms which act to reduce fixed costs, since such synergies are not expected to feed through into lower prices. However, this policy seems to be widely flouted by managers. Long ago, Hall & Hitch interviewed 38 business executives about their methods for setting prices. Instead of equating marginal revenue to marginal cost, the authors concluded that: “... there is a strong tendency among business men to fix prices directly at a level which they regard as their ‘full cost’.” Al-
Najjar, Baliga, & Besanko describe a number of more recent surveys that report similar attitudes among managers, the majority of whom claim to take fixed and sunk costs into account when setting prices. (They also report a managerial accounting textbook which argues against basing prices on marginal costs.)

Experimental work confirms that supposedly irrelevant sunk costs can have an impact on how prices are actually chosen. Offerman & Potters conduct an experiment to investigate pricing in a Bertrand-type duopoly market with product differentiation. In one treatment, there are no sunk costs and pricing behavior is observed to converge to the Bertrand equilibrium. In a second treatment, participants must pay a sunk entry fee to join the market. (This is designed to model auctioning a license for the right to enter a market.) In this second treatment, the average mark-up of prices over marginal cost is substantially higher than in the first treatment. Interestingly, when they perform the same pair of experiments but with monopoly instead of oligopoly, there is no impact of sunk costs on the chosen monopoly price (which is observed to be close to the profit-maximizing level). This is somewhat reminiscent of our discussion of communication costs in section II, where we saw that firms were more inclined to stick to a non-binding collusive agreement if they incurred costs to reach that agreement.

This observation is consistent with Al-Najjar, et al., who present a theoretical model to show how the use of full-cost pricing policies might persist in the long-run in oligopoly markets. The main result is by now a familiar one in this survey: By introducing a behavioral bias in managerial decision-making, a firm can gain strategic advantage. In more detail, Al-Najjar et al. suppose that firms compete in a Bertrand market with product differentiation. In such a market, if a manager somehow commits to set a high price, its rivals will also set a high price, and all firms will make higher profits. (The effect is akin to hiring an over-optimistic manager or, as previously discussed, placing a suitable incentive scheme on the manager.) But a manager who bases prices in part on fixed and sunk costs effectively commits to set a high price, and so hiring a manager who practices this “naive” pricing policy (or instilling a corporate culture where this form of pricing is used) boosts the firm’s profits. The effect is akin to the strategic tax policy analyzed by Eaton & Grossman, where a country has an incentive to tax the output of a home firm in order to relax competition with a foreign rival. If, for whatever reason, firms take fixed costs into account when setting their prices, this has potentially important implications for merger policy when the merger is expected to generate only synergies in fixed costs. Such mergers would in fact lead to lower prices than would be predicted in a profit-maximizing world.

Other alleged accounting anomalies might be explained by similar myopic learning or evolutionary pressures, or reasons of strategic delegation. For
instance, a firm might be organized into separate profit centers, each of which is given the task of maximizing its own profit (despite the competitive or contracting externalities which might exist between these profit centers). Thus, a manufacturer might choose to supply its products through an independent retailer rather than sell directly to consumers via an integrated retailer. To see one reason why this might be so, despite the apparent dangers of double marginalization, suppose that two manufacturers are competing to sell to consumers. If they sell directly to consumers, then in the absence of collusion we expect to see the Bertrand equilibrium emerge. However, if each firm delegates its retailing operation to a separate division (and each retailing division sees the terms at which the rival retailer sources its product), then by setting a wholesale price above its production cost a firm can induce its retailing division to price high, which softens competition and boosts profits.\textsuperscript{111}

C. UNCERTAINTY ABOUT THE RATIONALITY OF RIVALS

Even if a firm is fully rational, its behavior will be affected when it believes that its rivals may not be rational. Because of this, a rational firm may have an incentive to mimic non-rational behavior so as to induce its rival to think it may be a non-rational type of firm. Consequently, even the potential for behavioral biases can have a substantial effect on market outcomes.

As we have discussed already, if two rational firms (who know for sure that each other is rational) play a Prisoner’s Dilemma game for a known finite number of rounds, with the two actions “collude” and “compete,” there is no way to sustain collusion even at the start. But if one firm is unsure about the rationality of its rival, it may be unwise to “compete” in each round. For instance, suppose the rival is for some reason believed to be using the strategy of “tit-for-tat,” i.e., this rival starts off colluding, and then, in each subsequent round, imitates the previous action of the rival. (Note that the “tit-for-tat” strategy cannot be a rational strategy for a profit-maximizing firm, since in the final round it is a dominant strategy to “compete” regardless of the rival’s penultimate action.) If one firm thinks it is playing against a “tit-for-tat” firm, it will typically be optimal to collude for initial periods so as to induce the rival to continue with collusion. Only toward the endpoint will the rational firm start to compete. A tempting strategy is for one or both players to mimic the behavior of “tit-for-tat,” so as to induce the rival to believe she is more likely to be this irrational type. This will induce collusive behavior for some rounds.\textsuperscript{112} Thus, the (perhaps small) possibility that one or both firms are irrational can induce play that is better for both firms (and worse for consumers).\textsuperscript{113}

Another way in which a rational firm might wish to mimic an irrational firm is in the context of predatory pricing, as analyzed in the model of Kreps & Wilson.\textsuperscript{114} If a monopoly incumbent faces a sequence of potential entrants to its
market, it may wish to establish a reputation for fighting entry whenever it occurs, even when fighting is actually more costly than accommodating entry. The predictions of the Kreps-Wilson model of predatory pricing are broadly (i) there is little entry in the early period, (ii) when there is entry in early periods, the incumbent “fights” even if it is a rational firm, and (iii) towards the endpoint there is more entry and less willingness to fight on the part of the rational incumbent. This model, which involves highly sophisticated reasoning on the part of firms, is tested in an experiment by Jung et al. The experiment found widespread predatory pricing—defined to be either no entry in the early stages, or a rational incumbent fighting entry if it does occur in the early stages—although the more detailed predictions of the Kreps-Wilson model did not fit the data. (For instance, experimental subjects did not enter more frequently if there had been no previous entry as compared to the situation where there had been fought entry, whereas the Kreps-Wilson model predicts there should be more entry in the former case.)

Rather than go to the trouble of mimicking the behavior of behavioral type of firm, which in any case may only deter entry for some of the time, a more straightforward method to deter entry could be simply to hire an “aggressive” manager, who is known by potential entrants intrinsically to wish to fight entry whenever it occurs. (For instance, an aggressive manager might be someone who is over-optimistic about the ease by which entry can be successfully fought, and so is willing to fight more often then an unbiased manager would.) The impact of this policy, assuming it is credible to keep this aggressive manager in place after entry occurs, is akin to hiring a “conservative” central banker who is less likely to be tempted to cause inflation when unemployment rises. As Schelling wrote: “the conspicuous delegation of authority to a military commander of known motivation, exemplifies a common means of making credible a response pattern that the original source of decision might have been thought to shrink from or to find profitless.” Thus, it can be rational to behave irrationally.

VII. Discussion

This paper has discussed a number of reasons why firms might not pursue maximum profits:

1. In some complex, uncertain environments, the optimization problem is simply too hard, and firms must resort instead to satisficing and the use of rules of thumb. Decision shortcuts included imitating the actions of well-performing peers, satisficing, or being content to achieve profits to within “ε” of the maximum. These rules of thumb appear attractive since in many situations that require strategic sophistication, such as herding, reputation-building, or collusion among
many firms, the complex strategies needed to maximize profits are rarely observed in even the most simplified laboratory settings and even if participants are highly experienced.

2. Alternatively, optimization might still occur, but with alternative aims or under mistaken beliefs. Thus, a manager might maximize her profits relative to those of her peers, or a manager could be over-optimistic about the profitability of some action. The reason why managers have aims different from maximizing profits could be due to selection effects (e.g., only “competitive” or over-optimistic people rise to become CEOs, or because firms which aim to maximize their relative standing actually obtain greater absolute profits than their profit-maximizing rivals), or because profit-maximizing principals choose to give their managers distorted incentives to gain strategic advantage.

3. Social preferences (other than caring about relative profit as above) may play a role, and a firm might punish a rival if that rival obtains an “unfair” share of profits. Alternatively, face-to-face communication between firms, or having a similar social background among firms, may generate solidarity among conspirators that makes it socially hard to cheat on collusive agreements.

In some situations, markets are more competitive when firms do not aim to maximize their profits. For example, if firms in a market myopically imitate the action of the most profitable rival, then the market may paradoxically move towards a highly competitive outcome. Alternatively, we saw at least in laboratory settings that firms were often unable to achieve tacit collusion, despite this being an equilibrium option for profit-maximizing firms. Some of the more complex strategies that foster collusion in theory are perhaps too subtle to matter empirically.

In other situations, when firms cannot maximize profits, their realized profits are actually increased. For these firms, following Voltaire’s dictum, the best is the enemy of the good. This can be clearly seen in the case of static Bertrand competition with homogenous products. Here, the only equilibrium involves firms setting prices equal to marginal costs, leaving them with no profits. But if satisficing firms are content to choose actions which are only approximately optimal, they may all be able to enjoy substantial profits. Likewise, when satisficing firms alter their actions only when they under-perform relative to average performance, the result may be as if firms were successfully colluding.

If a firm adopts a non-standard objective, it may gain strategic advantage in the market since competitors’ behavior will change in a desirable way. As such, it could be rational to behave irrationally. For instance, in Cournot markets a firm which aims to maximize its relative profits may do better in equilibrium.
than a profit-maximizing rival. Alternatively, a firm which chooses to base its price on “full costs” rather than marginal costs may do better than if it followed textbook profit-maximizing precepts. Or a firm led by an aggressive manager may deter entry more often than a profit-maximizing manager. These non-standard objectives could be put in place by far-sighted profit-maximizing shareholders (as emphasized in the strategic delegation literature) or they could arise myopically due to evolutionary selection of better performing managers and/or firms.\textsuperscript{119}

Regardless of the reason why firms have non-profit objectives, the presence of non-profit objectives is likely to affect competitive interaction. For instance, a manager operating under an incentive scheme which rewards relative performance is likely to behave more competitively than orthodox analysis would indicate, and this is a factor which a competition authority should take into account. (The effect is the reverse of the situation when there is cross-ownership in an oligopoly, which competition authorities already recognize leads to a blunting of competition.)

Thus we see there are several situations in which Friedman’s Darwinian critique of non-profit maximizing behavior appears to fail. Nevertheless, there are a number of situations in which market competition and market experience do seem to diminish those behavioral biases which do not confer evolutionary advantage. For instance, competitive versions of the ultimatum game appear in experiments to conform to more orthodox models of selfish behavior. In addition, as shown in the work of List,\textsuperscript{120} market experience can dampen the bias known as the endowment effect, where the valuation of a good increases when it is owned. Such a bias cannot easily improve own performance in markets with many traders (rather it hinders agents from making otherwise beneficial trades). Likewise, we are not aware of many situations in which procrastination, impulsive behavior, and other self-control problems play a major role in firm behavior (e.g., price fixing is not a “crime of passion”), although these behaviors are prominent in discussions of behavioral economics as applied to consumers.

We have seen a number of reasons why firms may not maximize their profits, and this potentially has implications for empirical studies of markets, including the use of merger simulation for competition policy. Empirical market studies typically assume profit-maximizing behavior on the part of firms to produce their estimates of, say, marginal costs. In such cases, the analysis may lead to biased estimates of the welfare impact of a merger if, in fact, the merging firms were not profit-maximizers. To illustrate, consider the merger situation in Huck et al.,\textsuperscript{121} which we discussed in section V. If one took the data from this experiment pre- and post-merger and, in line with the structural approach, assumed these data were generated by profit-maximizing firms, one would conclude that the merger...
must have induced substantial cost synergies. Only with reduced costs would it be possible for the merged firm to have higher outputs than the outsiders. This would affect estimates of the merger’s welfare consequences. While the true consequences are unambiguously negative (after all, in the experiment the merged firm does operate with the same costs), sufficiently big synergies could offset the loss in consumer welfare. Hence, if there are systematic deviations from orthodox profit-maximizing assumptions, structural approaches that assume profit-maximization might detect increases in welfare when, in fact, welfare is reduced. Likewise, a merger simulation exercise may be inaccurate if the assumption is that firms maximize profits.

More fundamentally, much of competition policy is founded on an assumption of profit-maximizing behavior by firms. Some go so far as to say that the “entire antitrust enterprise is dedicated to the proposition that business firms behave rationally.” Courts and regulators in some jurisdictions may not consider seriously conduct (such as predatory pricing, for instance) which does not appear to make “business sense” according to their judgment. Leslie reports that “if a plaintiff’s complaint describes a conspiracy that the judge concludes is irrational, then the court rules that the conspiracy must not have happened as a matter of law, regardless of the evidence presented by the plaintiff to support its claim.” In the light of the theories and evidence reported in this article, we suggest that a dogmatic attitude towards the pervasiveness of business rationality may lead to instances where harmful behavior goes unpunished. Behavioral economics may sometimes pose at least as many questions as it answers, and complicate antitrust debate. But it also sheds light on important market phenomena, and if competition policy is to reflect market realities, behavioral economics cannot be ignored.

Finally, while this article has surveyed behavioral economics as it applies to firms, in future it would be interesting to investigate how it applies also to policy-makers. Competition authorities, like firms, operate within a complex and strategic environment, and may need to resort to rules-of-thumb and satisficing behavior. Instances of this could include an authority’s use of per se rules, or a reliance on relatively rigid market definitions and market share thresholds. It may also be advantageous to induce competition authorities to have an objective or institutional focus which differs from social welfare, in order to alter the response from the firms subject to regulation. Imitative strategies may sometimes be employed, and safety in numbers may be enjoyed, as policy-makers look around the world for current “best practice.” (Indeed, the recent emphasis on behavioral economics may be an instance of this.) Friedman’s point about competitive pressures may have less force in terms of constraining good decision-making by public officials, and the result may be that behavioral biases are more prevalent among policy-makers than in the firms they oversee.

2 The recent financial crisis may well have stemmed in part from a variety of behavioral biases of some of the banks’ executives. For instance, some managers may have been over-optimistic about the risks they were taking in their lending strategies, and there may have been a herd mentality among some managers, who imitated apparently successful lending strategies and who may have felt there was “safety in numbers.”

3 Hayek argued that a central merit of competitive markets, specifically price-taking behavior by consumers and firms, is that agents’ strategies are then relatively simple. (Agents need to know only their endowments, preferences, and the market prices to optimize.) Frederick Hayek in The Use of Knowledge in Society, AMER. ECON. R. 35, 519-530 (1945), at §VI. Gale & Sabourian argue that in oligopolistic markets, where optimal strategies may be extremely complex, if agents incur “complexity costs” when they pursue complex strategies then the outcome might be more competitive than the standard theory suggests. Douglas Gale & Hamid Sabourian, Complexity and Competition, ECONOMETRICA 73, 739-769 (2005).

4 The take-up of technological improvements in agriculture provides useful evidence. Ellison & Fudenberg quote a historian of the English agricultural revolution as writing “land tilled in very ancient ways lay next to fields in which crop rotations were followed.” They report that the agricultural practices known as the “new husbandry” diffused through England and France at the rate of just one mile per year. Glenn Ellison & Drew Fudenberg, Rules of Thumb for Social Learning, J. POL. ECON. 101, 612-643 (1993).

5 A recent pair of papers by Goldfarb & Yang and Goldfarb & Xiao illustrate this. For instance, it appears that older and better-educated managers tended to enter markets with fewer competitors after the U.S. telecommunications market was deregulated in 1996. Avi Goldfarb & Botao Yang, Are All Managers Created Equal?, J. MARKETING RES. 46, 612-622 (2009); Avi Goldfarb & Mo Xiao, Who Thinks About the Competition? Managerial Ability and Strategic Entry in US Local Telephone Markets, working paper University of Toronto (2010).

6 See Bertrand & Schoar for an empirical analysis of the importance of “manager fixed effects.” For instance, they find that managers with an MBA tend to follow strategies that are more aggressive. They find that managers differ in their attitude to mergers, dividend policy, and cost-cutting policy. Marianne Bertrand & Antoinette Schoar, Managing with Style: The Effect of Managers on Firm Policies, Q. J. ECON. 118, 1169-1208 (2003).

7 Apparently, a proportion of wine producers in California do not care purely about the profit they generate, and instead enjoy producing high-quality, high-price wine. (Profit-maximizing wineries tend to offer lower quality wine.) See Fiona Scott Morton & Joel Podolny, Love or Money? The Effects of Owner Motivation in the California Wine Industry, J. INDUS. ECON. 50, 431-456 (2002).

8 An interesting example of this was seen in the Genzyme-Novazyme merger-to-monopoly which was approved by the FTC in 2004. This was a merger of two firms both engaged in R&D for treating a rare disease, where the prime danger from the merger was whether the discovery of a successful treatment would be delayed relative to the duopoly outcome. One factor in the decision was that the proposed CEO of the merged entity had two children with the disease, who may therefore not have wished to delay discovery. See the statement by the then FTC chairman Timothy Muris, available at www.ftc.gov/os/2004/01/murisgenzymestmt.pdf.
9 Milton Friedman, Essays in Positive Economics, 22 (1953).


13 In much empirical work on naturally occurring markets, marginal costs are inferred from observed data such as prices by assuming firms maximize their profit. At the end of this paper we discuss the dangers of this method when firms might potentially not be optimizers. The fact that marginal costs are rarely directly observable makes it hard to perform tests of the profit-maximization hypothesis. Steven Levitt in Bagels and Donuts for Sale: A Case Study in Profit Maximization, mimeo (2008), is a rare example of such a test. He obtained data from a relatively “simple” firm which supplies bagels and donuts to businesses, and where marginal costs are known. He finds that the firm is extremely good at predicting demand for given prices, but apparently prices too low given the estimated demand elasticity. (Interestingly, the decision-maker for this firm is a well-trained economist, who has published in the Journal of Political Economy.)


15 For instance, in the case of Bertrand price competition and homogenous products, the fully collusive outcome can be sustained in an infinitely repeated interaction with n symmetric suppliers if the discount factor δ satisfies δ > 1 – 1/n. With reasonable choices for the discount factor and say, monthly price adjustment, collusion should be possible in oligopolies consisting of a hundred firms.


18 Some experiments randomly match subjects in each period, so that firms play against different rivals in each period. However, real markets do not frequently operate like this, and so we mainly focus on experiments where subjects interact repeatedly in the same groups.

19 For a brief survey, see Steffen Huck, Hans-Theo Normann, & Jorg Oechssler, Two are Few and Four are Many: Number Effects in Experimental Oligopolies, J. Econ. Behavior and Org. 53, 435-446 §§ 2 and 3 (2004).

21 Feinberg argues that social welfare may sometimes be higher when firms’ managers are relatively myopic or short-termist, perhaps because of high managerial turnover or the kinds of incentive schemes they are offered, since collusion thereby becomes harder to sustain. For the same reason, it seems plausible that shareholders who wish to achieve collusion would not wish to put in place a manager who was myopic or had hyperbolic time preferences. Robert Feinberg, *In Defense of Corporate Myopia*, *Managerial and Decision Econ.* 16, 205-210 (1995).

22 It might seem that this apparent falsification of rational play is not necessarily important in practice, as most real markets do not have a known “endpoint.” Nevertheless, the unravelling argument applies even if the endpoint is uncertain, but it is known for sure that the interaction will have ceased by some date (e.g., if subjects in the laboratory do not believe that the experiment could possibly go on for more than a day, or if it is common knowledge that the world will have ended in 10 billion years).

23 *Supra* note 19.

24 As an aside, it is interesting in this regard to recall Robert Bork’s assertion that any merger that left at least three rivals should be presumptively lawful. However, tacit collusion is not the only problem for concentrated markets; even the one-shot interaction could be insufficiently competitive when there are few firms. See Robert Bork, *The Antitrust Paradox: A Policy at War with Itself* (1978).


28 An interesting real-world experiment is reported in Svend Albaek, Peter Mollgaard, & Per Overgaard, *Government-Assisted Oligopoly Coordination? A Concrete Case*, *J. Indus. Econ.* 45, 429-443 (1997). The Danish antitrust authority changed policy so that transaction prices in the concrete market were published, and subsequently the average prices rose significantly. The authors argue that the most plausible reason is that this enabled the firms to coordinate their prices at a high level.

29 Offerman et al., *supra* note 27, also investigated the case where rival outputs but not rival profits were reported, and found that the market was less competitive than when no firm-specific information was reported. It would be interesting in future work to see what happens when rival firms’ profits (or even just the average profits achieved by firms) but not their actions were revealed. It is possible that firms with higher profits than average might keep their strategy unchanged, but firms who do poorly revise their strategies, in accordance with a model of satisficing behavior discussed in section V. Bigoni allows firms to choose the kinds of information they see (e.g., aggregate output of rivals, individual rival outputs, individual rival profits) when operating under a time constraint, see Maria Bigoni, *Information and Learning in Oligopoly: An Experiment*, mimeo, (2008).

30 Huck et al., (2000), *supra* note 26, find that when firms set prices rather than quantities, the revelation of firm-specific data reduces prices only slightly.


33 Explicit collusion in naturally occurring markets appears to be feasible with large numbers of participants. For instance, in their study of 41 cartels in Europe, Levenstein & Suslow, *supra* note 17, find that 18 involved more than five firms.


39 For a model along these lines, see John Conlisk, *Costly Optimizers Versus Cheap Imitators*, J. ECON. BEHAVIOR AND ORG. 1, 275-293 (1980). The situation is somewhat related to Grossman & Stiglitz’s analysis of the incentives for investors to become better informed about the return of an uncertain asset: If all investors choose to be better informed, the asset’s price reflects the information, and there is no need for any individual investor to become informed if there is a cost to doing so, Sanford Grossman & Joseph Stiglitz, *Information and Competitive Price Systems*, AMER. ECON. REV. 66, 246-253 (1976). It is also related to Burdett & Judd’s analysis of a consumer’s incentive to search for a low price: If all consumers choose to search then the market is highly competitive, and there is no need for any individual consumer to search if there is a cost to doing so, Kenneth Burdett & Kenneth Judd, *Equilibrium Price Dispersion*, ECONOMETRICA 51, 955-969 (1983).

40 Banerjee & Bikhchandani, et al., consider a situation in which similar agents need to decide between two options (say, whether to adopt technology X or technology Y), and each agent has a private signal as to which option is better and can also observe the previous choices (but not the payoffs) made by other agents. (The order in which agents have to make their choice is pre-determined in these models.) Even if agents are completely rational, it is possible that they become locked into the wrong choice. For instance, if technology X is in fact superior, but by chance the first few agents have private signals which induce them to choose Y, then subsequent agents will infer that the superior action is likely to be Y despite their own private signals to the contrary. (If instead, agents could observe the private signals of the earlier adopters, this inefficient herding could not occur.) Abhijit Banerjee, A *Simple Model of Herd Behavior*, Q. J. ECON 107, 797-817 (1992), and Sushil Bikhchandani, David Hirshleifer, & Ivo Welch, *A Theory of Fads, Fashion, Custom, and Cultural Change as Information Cascades*, J. POL. ECON. 100, 992-1026 (1992).

41 See Georg Weizsacker, *Do We Follow Others When We Should? A Simple Test of Rational Expectations*, AMER. ECON. REV. (forthcoming), for an analysis of data from several experiments on the Bikhchandani et al. model, Id.


43 Id. at 466.

44 The authors (Id.) quote Keynes as writing: “Worldly wisdom teaches that it is better for reputation to fail conventionally than to succeed unconventionally.” Tse & Tucker empirically investigate the timing of
earnings warnings, and find that a manager is more likely to issue an earnings warning if a peer has done so in the previous days. They conclude that the data are better explained by managers attempting to maintain their reputations than by the impact of a common shock. Senyo Tse & Jennifer Wu Tucker, *Within-Industry Timing of Earnings Warnings: Do Managers Herd?* Rev. of Acct. Studies (forthcoming).

It is important that firms experiment occasionally, otherwise the process will grind to a halt after one period when all firms imitate the most profitable firm in the first period (which is unlikely to have chosen the optimal price immediately), and then all prices are unchanged thereafter. An alternative framework is presented in Ellison & Fudenberg, *supra* note 4, §II where firms choose between one of two technologies, and the relative payoff from using one technology rather than the other is uncertain. If in any period firms choose the technology which performed best in the previous period, then the chosen technology will flip over time depending on which one happened to work best one period earlier. Thus, instead of converging to the consistent use of the superior technology, the outcome is merely that the better technology is used more frequently. The authors go on to investigate less naïve rules of thumb—where a firm conditions its choice on how many firms use that technology—which have superior efficiency properties. (The reason why market shares matter for firms is that they reveal information about the relative performance of the two technologies for more than just the single previous period.)

David Ridley analyzes a model in which a second firm sometimes decides to enter a market only if its rival has first entered, in order to save on the costs of acquiring its own market information. He provides some anecdotes about how competitors of McDonald’s often locate near a new McDonald’s franchise, and he quotes a manager of a coffee shop chain as saying: “The reason we want to open across the street from every Starbucks is they do a great job at finding good locations.” David Ridley, *Herding Versus Hotelling: Market Entry with Costly Information*, J. Econ. and Mgmt. Strategy 17, 607-631 (2008).


53 See Peter Duersch, Jorg Oechssler, & Burkhard Schipper, *Unbeatable Imitation*, mimeo, (2009) for further details about how imitators do almost as well against even the smartest opponents in a wide class of games. The main kind of game where imitators do poorly is something like “rock-paper-scissors,” where a smart player can systematically trick the naïve imitator into always playing the wrong action. (These kinds of games do not seem common in market situations, however.)

54 Huck, Normann, & Oechssler (supra note 26); Offerman, Potters, Sonnemans (supra note 27); and Apesteguia, Huck, and Oechssler (supra note 49).

55 Huck et al., supra note 26.

56 Offerman et al., supra note 27 at 989.

57 Goel & Thakor propose a model in which merger waves can be caused by concerns for relative compensation by CEOs. If CEO compensation is based in part on firm size, then if one merger occurs which boosts that CEO’s pay, other CEO feel envious and set about finding their own take-over targets. Anand Goel & Anjan Thakor, *Do Envious CEOs Cause Merger Waves?*, REV. FIN. STUDIES 23, 487-517 (2010).


61 The impact of making the firm wish to maximize relative profits is that the firm then behaves as the Stackelberg leader, even though both firms in fact choose quantities simultaneously. It is important that rivals observe the incentive scheme so that they know the firm’s objective and can react to it accordingly.


66 The proposer might offer a significant proportion of the prize to the responder because he is purely self-interested and is afraid of lower offers being rejected by spiteful responders, or because he cares directly for fair allocations and is willing to sacrifice some of the prize to achieve a more equitable outcome. A variant of the ultimatum game—the dictator game—can discriminate between these two hypotheses. The dictator game does not allow the responder to reject the offer. Experimental comparisons of the two games reveal that offers are considerably less generous (and often zero) in the dictator game than in the ultimatum game, suggesting that generosity on the part of many proposers is


68 Supra note 60.


70 Supra note 62.

71 See Doruk Iris & Luis Santos-Pinto, *Tacit Collusion Under Fairness and Reciprocity*, mimeo, (2009), for a model along these lines. However, we are aware of no experimental test of this hypothesis.

72 For instance, if the ultimatum game is modified so that the proposer has first to run around a running track, or if the proposer is chosen by his performance in a general knowledge quiz, then the responder may feel that the proposer “owns” the initial stake, and so be more willing to accept a lower share of the prize.

73 See §§ IIIB and IIIC of Fehr & Schmidt (supra note 65) for further details and references.

74 See Levenstein & Suslow, supra note 17, and, especially, Christopher Leslie, *Trust, Distrust and Antitrust*, *Texas L. Rev.* 82, 515-680 (2004), for further discussion of these points and illustrations of the role of trust and distrust in cartel stability.


77 For instance, Gordon writes:

    The fear of bankruptcy and the even more widespread fear of temporary financial embarrassment are probably more powerful drives than the desire for the absolute maximum in profits. [...] Given the fog of uncertainty within which [the businessman] must operate, the limited number of variables his mind can juggle at one time, and his desire to play safe, it would not be at all surprising if he adopted a set of yardsticks that promised reasonably satisfactory profits, R. A. Gordon, *Short-Period Price Determination in Theory and Practice*, *Amer. Econ. Rev.* 3, 265-280 at 271 (1948)
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Economists have long been interested in the performance of markets with imperfect information—and in the role of intermediation services in bridging the information gap between product providers and customers. Still, the classic information-economics framework for studying markets may fail to account for another role through which advice can affect market efficiency. Customers may suffer from “behavioral biases” in how they process information and make decisions. Thus, it is natural to ask whether advisors help households make better decisions or whether they, instead, exploit the biases and naïveté of their customers.

In this article we present some of the reasons why markets with advice may malfunction, and explore the potential rationales for some of the policy proposals that are on the table. We focus on the role of mandatory disclosure policies, the regulation of cancellation terms for service contracts (and refund policies for products), the imposition of liability standards for product providers and intermediaries, and the outright regulation of the size and structure of commissions.
I. Introduction

The recent subprime mortgage debacle has generated active debate on the role of the advice households receive from brokers and other information intermediaries when purchasing mortgages and other financial services such as consumer credit, life insurance, and investment products. In the current legislative proposal to reform investor protection and establish a Consumer Financial Protection Agency (“CFPA”) in the United States, advice features prominently:

“Impartial advice represents one of the most important financial services consumers can receive . . . Mortgage brokers often advertise their trustworthiness as advisors on difficult mortgage decisions. When these intermediaries accept side payments from product providers, they can compromise their ability to be impartial. Consumers, however, may retain faith that the intermediary is working for them and placing their interests above his or her own, even if the conflict of interest is disclosed. Accordingly, in some cases consumers may reasonably but mistakenly rely on advice from conflicted intermediaries. It is unfair for intermediaries to take advantage of that trust.

To address this problem, we propose granting the CFPA authority to impose carefully crafted duties of care on financial intermediaries. For example, the CFPA could impose a duty of care to counteract an intermediary’s patent conflict of interest, or to align an intermediary’s conduct with consumers’ reasonable expectations as demonstrated by empirical evidence. The CFPA could also consider imposing on originators a requirement to disclose material information such as the consumer’s likely ability to qualify for a lower interest rate based on her risk profile. In that regard, the CFPA could impose on mortgage brokers a duty of best execution with respect to available mortgage loans and a duty to determine affordability for borrowers.’’

The United Kingdom, Germany, and many other jurisdictions are also considering the introduction of new regulation and policies in the face of potentially widespread “misselling” of retail financial services.2

The problem of unsuitable advice is clearly not confined to the financial industry—although the common use of commissions in that industry as well as the lack of customer sophistication (“financial capability”) certainly aggravate the problem. Outside the financial industry, for instance, payments and gifts made by pharmaceutical companies to physicians are also attracting closer scrutiny around the world, driven by concerns about both consumer protection and bulging health budgets.3 In fact, many of the current policy proposals in the area of retail finance, such as the disclosure of commissions and other inducements,
Economists have long been interested in the performance of markets with imperfect information—and in the role of intermediation services in bridging the information gap between product providers and customers. Still, the classic information-economics framework for studying markets may fail to account for another role through which advice can affect market efficiency. Customers may suffer from “behavioral biases” in how they process information and make decisions. Thus, it is natural to ask whether advisors help households make better decisions or whether they, instead, exploit the biases and naïveté of their customers.\(^5\)

In this article we present some of the reasons why markets with advice may malfunction, and explore the potential rationales for some of the policy proposals that are on the table.\(^6\) We focus on the role of mandatory disclosure policies, the regulation of cancellation terms for service contracts (and refund policies for products), the imposition of liability standards for product providers and intermediaries, and the outright regulation of the size and structure of commissions. For examples of such policies, consider the following:

- As part of their occupational licensing procedures, various U.S. states require mortgage brokers to maintain a minimum net worth or to post a “surety bond.”\(^7\) The risk of losing this surety bond—or the imposition of penalties or close scrutiny by supervisory authorities and professional associations—should have a disciplining role on the market for advice.\(^8\)

- There is presently a lively debate about regulating the structure of payments to those who sell financial products to households.\(^9\) To better align the interests of customers with those of their advisors, regulation could impose limits on the fraction of an advisor’s commission that is paid up-front instead of over the duration of a contract (“trail commission”). Intervention could also be directed at banning commissions altogether and steering the industry toward a more direct form of compensation for advice (for example, through hourly fees).

- Policies mandating the disclosure of payments between product providers and intermediary agents have been commonly adopted. In November 2008 the U.S. Department of Housing and Urban Development strengthened the requirement imposed on third-party brokers to disclose the payments they received for intermediated mortgage agreements to homeowners.\(^10\) Also, in 2008, the Federal Trade Commission proposed rules that would require brokers to join with customers in an initial agreement that:
The article proceeds as follows. Section II discusses in detail the role of advice in markets for retail financial services, our leading example. Providing reliable advice may be essential to ensure that retail financial services provide benefits to a wide range of consumers. Section III discusses various policy interventions. While the discussion of specific policies is dictated by the current debate, these policies generally fall into three groups:

1. Policies that aim at reducing the need for advice, either by improving the quality of information or sophistication of consumers or by reducing the (perceived) complexity of products and services;

2. Policies that ensure that the quality of advice improves, e.g., by requiring that advisors meet higher standards of qualification or that they are given appropriate incentives to gather information and provide unbiased advice; and

3. Policies that target the way consumers deal with advice, for instance, through the provision of information about advisors’ incentives.

Section IV offers concluding remarks.

II. Financial Advice to Households

Currently, in the United States, there is widespread concern about the quality of advice regarding consumer credit products, most notably subprime mortgages.¹² In Europe there seems to be an equal—if not greater—concern for the (mal)functioning of the market for retail investment services.¹³ Although the role of advice may be equally important in other industries, here we’re focusing on the example of retail financial services, describing some of the key issues.

A. PERVASIVENESS OF ADVICE

Advice is ubiquitous in the retail finance industry. In the United States, mutual funds and equities (apart from employer-sponsored plans) are overwhelmingly purchased after receiving financial advice.¹⁴ According to a broad survey of retail investors in Germany, more than 80 percent of investors consult a financial advi-
Further, a large cross-country survey in Europe showed that close to 90 percent of respondents in several countries expected advice to be provided by financial institutions—and the vast majority of customers said they trust the advice they received. While these observations relate only to investment services, advice obviously also plays a key role in the market for credit products. However, there is little evidence regarding how customers process financial advice, whether from banks or independent advisors.

Until recently, despite its pervasiveness, the role of advice has been largely overlooked by much of the empirical literature that deals with the analysis of households’ borrowing, saving, and investment decisions. The standard “household finance” paradigm features active investors who make individual decisions, possibly after acquiring costly information. That paradigm may describe some investors, most notably those trading frequently through online brokers, but it fails to capture a key determinant of the behavior of other, less sophisticated investors who heavily rely on financial advice.

B. FINANCIAL CAPABILITY AND CUSTOMER BIASES

Many people seem to lack even a basic level of financial literacy. Policy studies have been conducted in several countries to map out possible ways to overcome this deficiency. At the same time, it is not clear that even a substantial fraction of people are capable of learning and retaining the necessary concepts and tools to make informed financial decisions, in particular in the area of investments.

Many people seem to lack even a basic level of financial literacy.

In addition, financial capability may suffer less from a lack of knowledge than from decision-makers’ “behavioral biases.” In fact, when making financial decisions, people suffer from the same mistakes they commonly make in other areas. For instance, they may be influenced by irrelevant aspects of the decision problem, such as the way in which the decision is presented (e.g., the format and material used to present the products). Or, in order to save on decision-making costs, people apply (ill-suited) heuristics—which may work well in some situations but lead to serious mistakes in others. For instance, they may simply stick to the status quo or choose whatever option is provided as the default.

Research in behavioral economics has recently pointed to various decision-making biases that may be particularly applicable to financial decisions. Some people procrastinate, delaying an action even though they are (or should be) aware that acting promptly would be better. A common explanation in cognitive psychology is that, for these people, immediate costs and benefits are unduly salient in comparison to future costs and benefits. People who are not aware of their tendency to procrastinate are liable to suffer significant welfare losses, e.g., as they incur high debt.
A second bias is demonstrated by people who are myopically loss averse. They may see risks in isolation rather than considering the “whole picture,” disregarding that a particular investment only accounts for a small fraction of their total wealth. Such a tendency may explain why some people shy away altogether from higher-risk investments such as stocks.25

Finally, behavioral biases in the way people process information may have important implications for the financial services industry. Some people may refrain altogether from investing when there are too many choices available, and the large array of different financial assets that retail investors have access to may generate just such “choice overload.”26

Households’ financial decisions may remain poor when they lack relevant knowledge or when they suffer from behavioral biases that affect how they process information. In the case of inadequate knowledge, the role of advice is immediate—households lacking financial sophistication should be willing to seek and follow advice. In the case of behavioral biases, advice could, in principle, be equally effective—in particular when the improvement of customers’ decisions does not negatively impact the advisor’s revenues.

C. PAYING FOR ADVICE AND CUSTOMER NAIVETÉ

It is common practice in the retail finance industry not to charge customers directly for advice, but for customers to pay indirectly for that advice through distribution fees, commissions, and other inducements that flow from product providers to brokers and (supposedly) independent financial advisors. These inducements often take the form of “kickbacks” that are not directly observed by the customers.27 When advice represents, at least to some extent, a “credence good,” then the value of that advice is potentially compromised by advisors’ private interest in eliciting purchases.28

There is much anecdotal evidence that the fee structure of investment products, rather than their suitability, drives customer sales.29 In the United States, evidence suggests that mutual funds sold through broker/agent networks underperform, and that funds with higher fees (“loads”) are sold harder because of higher commissions, thus negatively affecting fund return.30 Financial advisors may also have an interest in increasing the turnover in their clients’ portfolio (“churning”) when they earn additional fees or commissions with every new purchase.31

The impact of commissions on the quality of advice depends not only on whether commission fees are made transparent to customers but also on customers’ wariness. Do customers rationally evaluate the impact that such payments may have on a possi-
ble conflict of interest with their advisor and, thus, on the resulting quality of advice? Casual evidence indicates that not all customers are equally wary. In the United States, the Federal Trade Commission’s staff report (2008) on disclosure rules for mortgage brokers suggests that “many consumers purportedly view mortgage brokers as trusted advisors who shop for the best loan for the consumer.”

Findings in the academic literature support the view that some people are naïve about how the quality of advice is impacted by conflicts of interest. For example, studies of investors’ reactions to analysts’ recommendations suggest that at least some investors are naïve about analysts’ incentives. There is also some experimental evidence to the effect that many subjects are willing to blindly follow advice. Interestingly, even when subjects are informed about the divergence of interests between them and their advisors, this knowledge does not seem to always make them sufficiently wary.

III. Policies to Make Advice Work

Firms and intermediaries may have information that can lead customers to make better decisions. In this context, it is worth distinguishing between two broad scenarios. In the first scenario, the customer may be in a position to understand and, when necessary, validate the information obtained. The role of advisor is then essentially that of facilitator, who provides information to the customer in the most convenient way and subsequently assists with the transaction. Our discussion, however, mostly concerns a second scenario, in which the customer needs help in either fully processing the available product information or in overcoming behavioral biases in information-processing and decision-making. This customer is in a weaker position and must rely on the advisor’s recommendation.

A. HOW TO PAY FOR ADVICE

As we have noted, customers commonly pay “indirectly” for advice through higher product prices, some fraction of which is passed on to advisors in the form of commissions or other contingent payments. When a customer must rely on an advisor’s recommendation at least to some extent, and when reputational or liability concerns are not sufficiently strong, this practice can lead to biased advice where the advisor biases his recommendations toward making a sale while favoring products that pay higher commissions.

Recent research seeks to analyze why this remuneration structure is dominant and persists, despite the inefficiency created by the bias. There is some evidence that some customers are not sufficiently wary of the conflict of interest that affects advice. In this case, in the equilibrium market outcome, customers are not charged a direct fee for advice but, rather, end up paying higher product...
prices. In turn, advisors are induced to provide biased advice through high commissions.\textsuperscript{36} Intuitively, while customers fully take into account any additional amount that they have to pay up-front, they underestimate the likelihood of their ultimately purchasing the product and paying the corresponding price. Thus, providers have an incentive to charge for advice through a higher product price (paid contingent on purchase) rather than through an up-front fee (paid regardless the purchase). The business practice of not charging customers directly for advice then persists, whether or not firms enjoy market power and whether or not competition prevails, as long as customers remain naïve about the conflict of interest generated by the commission compensation. In this scenario, there is a positive role for policy intervention that makes customers sufficiently wary through a “warning” (see Section B below) or imposes restrictions on how advice is paid for.

In contrast, if customers are wary of the seller’s strategic incentives, any policy that interferes with business practice is bound to reduce efficiency and ultimately reduce consumer surplus if competition is sufficiently intense. Moreover, there may be an efficiency rationale for the practice of paying advisors a higher margin when their advice results in a sale: A sales commission may induce advisors to acquire information by reading detailed material about particular products, keeping themselves informed about market developments, and acquiring customer-specific information so as to tailor the advice toward the specific needs of their customer. When expecting to earn a commission only if the customer subsequently makes a purchase, the advisor may be motivated to work hard and may be able to credibly convince the customer with a superior recommendation. An advisor who, instead, is paid only a fixed fee (or is paid by the hour) and who has little at stake in business and reputation has a limited incentive to work hard.\textsuperscript{37}

The prospect of policy interference by (for instance) mandating caps on commissions to force advisors to charge customers directly for their service should, thus, depend heavily on the perception of whether customers who buy the particular product through the particular sales channel are sufficiently wary of how advisors are compensated and how this compensation potentially compromises the value of the advice they’re receiving.

\textbf{B. DISCLOSING COMMISSIONS}

Wary customers should discount advisors’ recommendations to a greater degree when they must pay a high price for the respective product, given that they should rationally infer that the product provider pays a high commission to the advisor. In this case, product providers could benefit from not giving advisors steep incentives, thereby enhancing the quality of advice and increasing customers’ willingness to pay for their products. However, out of a desire to push sales further, firms could provide advisors with additional, secret kickbacks. In such a situation the enforcement of a mandatory disclosure of commissions could benefit both firms and customers.\textsuperscript{38}
Firms’ and customers’ incentives with respect to disclosing commissions are, however, no longer aligned when, without such disclosure, customers remain naïve about the conflict of interest. As we have noted, firms may then be able to maximally exploit customers by reducing any direct fees for advice and increasing both product prices and commissions. Naïve customers may, however, be made aware of the conflict of interest when firms are forced to disclose commissions or to provide a general “warning” that such commissions are paid and may compromise the quality of advice.39

Some recent experimental and theoretical work shows that mandatory disclosure of commissions may have unintended consequences. Customers who are unfamiliar with such disclosure may fail to make appropriate use of the disclosed information. In fact, this information may distract their attention from attractive product characteristics and induce them to choose inferior products associated with lower commissions.40 Furthermore, disclosing commissions could undermine the trust relationship between advisors and clients. Advisors who experience mistrust from their customers may then feel “morally licensed” to maximize only their own profits.41

In practice, such a possible “information overload” of customers or a change in the “framing” of the advice relationship may, however, have only temporary implications until customers and advisors adjust. More research is needed in this area. Research is also lacking on how advice works differently in face-to-face situations where it may be combined with high-pressure sales techniques.42 Sales people who also provide advice may apply psychological tactics (or even make false claims) to build an image of expertise and use their influence to exert undue sales pressure on customers.43

Finally, it is important to bear in mind that besides steering advisors’ recommendations toward particular products, commissions have a much wider range of purposes, such as rewarding intermediaries who prospect for new purchasers. Dampening commissions could also inefficiently interfere with any efficiency-enhancing functions that commissions serve, leading to negative welfare implications, e.g., by slowing the roll-out of products or preventing reaching certain segments of the market that require more sales effort.44

C. REGULATING CONTRACTS: COMMISSION AND PRODUCTS

In the wake of the financial crisis there is much debate on how to regulate compensation to better align the interests of top managers in financial institutions with those of society. The most common proposals are to limit the steepness of incentives and to make incentives longer term. Interestingly, these suggestions mirror some of the policies that have already been implemented for retail finan-
cial and insurance services. In fact, policymakers in a number of countries are pushing toward a higher share of trail commissions, and some countries have already taken steps in this direction.\footnote{45}

To our knowledge, economics research has paid little attention to the issue of the structure of commissions and its implications for consumer welfare. However, some of the more general insights regarding the (mandatory) disclosure of commissions, which we discussed above, apply here as well. Take the matter of upfront commissions versus trail commissions. Generally, when contracts are long-term and may be cancelled by consumers, or when the product provider can expect feedback from consumers over the long term, then the firm could better align the interests of customers with those of the agent by postponing part of an intermediary agent’s commissions. Such an action may, however, be quite costly if the agent has a strong (time or liquidity) preference for being paid immediately. If customers are sufficiently wary and can observe the structure of commissions, they may correctly infer that more long-term and less short-term commissions should increase the quality of advice. Policies mandating the postponement of a given fraction of commissions may then serve for firms as commitment devices, much like the mandatory disclosure of commissions, and may provide disincentives for churning.

In markets where the quality of advice is the linchpin to deliver customer value, policies could be directed both toward increasing the quality of advice, e.g., by regulating the size and structure of commissions, and toward making advice less necessary. This latter goal could be achieved by either making the customer better informed and more sophisticated or by reducing the need for complex decisions. With respect to financial products, for example, a government’s decision to privatize much of its pension system could substantially complicate households’ decision problems but the increased complexity could be reined in through a pre-selection of providers and products that would enjoy preferential tax treatment. Regulation of products may also ensure that firms and their intermediary agents have incentives to provide better advice. We explore this next.

Take the case of termination and cancellation clauses in contracts.\footnote{46} When customers need time before becoming sure a particular product or service is indeed suitable for their needs, they benefit from the right to return the product or to cancel the contract. When the initial decision to purchase a product or to enter into a contract is made under advice, the provision of generous rights of refund or cancellation can help the seller commit to high quality and fair advice. Intuitively, the margin lost from early cancellations (or returns) disciplines the seller to advise the customer to purchase only following the observation of a sufficiently favorable signal about the product’s suitability. But this commitment

\[\text{In markets where the quality of advice is the linchpin to deliver customer value, policies could be directed toward increasing the quality of advice.}\]
mechanism again requires that customers are wary. If credulous customers put too much faith in an advisor’s inflated statements, they may wrongly presume that it is very likely they will be unable to terminate a contract. Indeed, firms are aware of this possibility and can maximally exploit customers’ misperceptions by granting them very unfavorable terms of refund and cancellation, which in turn leads to a low quality of advice.

Both consumer surplus and welfare can be increased through a policy that mandates a minimum level for consumers’ right to cancel. In fact, unconditional refund periods are commonly imposed for the sale of life insurance policies and annuity contracts (typically sold following advice) and are often combined with suitability rules. Regulations of cancellation terms and “free-look periods” tend to apply to retail channels populated by more vulnerable buyers such as senior citizens who can easily fall prey to aggressive marketing techniques.

D. OVERSIGHT AND LIABILITY

Conceptually, the problem of unsuitable advice has much in common with that of the provision of faulty or inferior products, (“lemons”). In addition to learning and reputational mechanisms, the market ameliorates the lemons problem through contractual provisions such as warranties that allow customers to return faulty products or have them repaired at the seller’s expense. However, outright unsuitability or inferiority of advice is likely to be much more difficult to establish. Purely contractual solutions may then simply become insufficient. If customers are wary of this deficiency, both customers and firms can benefit if firms are incentivized to work toward higher standards; for example, through self-regulation or the oversight and interference of agencies that protect consumers.

Recent research has analyzed the benefits of imposing higher liability standards and tighter oversight. A major, though often overlooked, determinant of the need for a more interventionist policy is the severity of the “internal” agency problem between a product provider and the agent who is responsible for offering advice. This agency problem becomes more severe when the same agent is responsible both for providing advice and for eliciting new sales, for example by prospecting for new customers. In economics terminology, the agency relationship then features “multiple-tasks,” with possibly conflicting implications for the firm’s incentive structure: High rewards for sales are needed to generate new prospective customers, but they lead to biased advice.

Hence, the appropriate standard of liability and oversight that agencies would want to impose should depend on how products are sold and advice is given. Also affecting the agency problem and the standard of advice that would prevail in equilibrium without policy interference is whether firms have access to early cus-
customer feedback, which in turn depends on customers’ sophistication and the nature of the products.\textsuperscript{51}

Further, when selling and advice of complex products are undertaken by independent agents, such as mortgage brokers or independent financial advisors, the question arises which party should be ultimately liable following an unsuitability claim. Clearly, some form of “vicarious liability” is called for when intermediary agents are unlikely to pay compensation to customers, given that their size and chosen organizational form make them essentially “judgment proof.”\textsuperscript{52} Policy makers must then decide which party should be responsible to implement their chosen standard of responsible selling.\textsuperscript{53}

However, when tightening liability for particular products or channels, care must be taken to avoid unintended consequences. Product providers may simply cease to develop or roll out the products they deem to have high legal risk, irrespective of the ultimate benefits to customers. With respect to advice, agents may shift toward selling products without advice, even though customers may fail to understand the distinction.\textsuperscript{54} Also, the special treatment of independent agents may distort the market by imposing a penalty on vertical separation and open-architecture sales. Such penalties can clearly distort competition and lead to less consumer welfare. And, in the long term, increasingly active policy intervention may act as a disincentive for customers to take sufficient care themselves!

### IV. Conclusion

This article is a progress report on our current research that seeks to explain widely-observed compensation methods for advice and to analyze the effects of common policy measures that are meant to enhance the quality of advice. A key challenge is the intrinsic difficulty in evaluating the quality of advice tailored to the particular needs of customers. Quality level is important to understand not only for consumers but also for product providers, who may wish to implement a high standard of advice so as to be able to charge high product prices, as well as for policymakers and regulators.

In this respect, technological improvements in the way products are sold (such as through electronic platforms) may provide new opportunities for the industry as well as for policy makers. For example, the advent of smart agents might allow product providers to enforce rigid rules when giving personalized advice and to closely monitor internal compliance to chosen rules. At the same time, advances in information technology may also assist policy makers in developing more objective ways to evaluate and enforce the implementation of suitable rules.
However, particularly in the case of retail financial services, policy intervention may also be called for to establish reliable comparisons on how well customers fare when relying on advice from different sources.

Overall, more research is certainly needed to evaluate the costs and benefits of different policy interventions. To build policies on solid foundations, further theoretical, empirical, and experimental work must be done to better understand the role of advice in retail markets. Looking ahead, a particularly promising area is the integration of new advances from economics with marketing research. Case studies tailored to particular industries, products, and customer segments could also prove useful.


2 In the EU, the regulation of retail financial sales and advice is framed by the Markets in Financial Instruments Directive (MiFID) and the Insurance Mediation Directive (IMD).

3 See M. Millenson, Getting Doctors to say Yes to Drugs: The Cost and Quality Impact of Drug Company Marketing to Physicians, BlueCross, Blue Shield Association, (2003) for an overview of the practice of detailing drugs and physician preference items.

4 For instance, in the United States, the proposed Physician Payment Sunshine Act would require certain manufacturers of drugs and medical devices to report inducements given to physicians through consultant fees, educational grants, or travel gifts. According to this proposal, disclosure would go to the Secretary of Health and Human Services rather than to customers.

5 For example, financial advisors who are paid commissions may find it easier to increase revenues through “churning” when customers already have a bias toward excessive trading.

6 Broadly speaking, these policies fall into the area of consumer protection. Vickers defines consumer policy in terms of the underlying problems that it seeks to remedy, namely: (1) duress and undue sales pressure; (2) pre-purchase information problems; and (3) undue surprises after purchase. The topic of (unsuitable) advice covers all these problems, see John Vickers, Economics for Consumer Policy, Proceedings of the British Academy, 125, 287-310, (2004). However, in this article we will not address how consumer protection, sector specific regulation, and competition policy can jointly address these problems. We refer to Armstrong for a discussion of the interaction of competition and consumer policy, see Mark Armstrong, Interactions Between Competition and Consumer Policy, 4(1) COMPETITION POL’Y INT’L, 97-145 (2008).

7 More precisely, as documented by Pahl, surety bonds are typically posted through third parties that initially check whether the broker has sufficient net wealth. While these third parties are the first to be liable, they are then compelled by regulation to seek redress from the broker, see C. Pahl, A Compilation of State Mortgage Broker Laws and Regulations, 1996-2006, Federal Reserve Bank of Minnesota, Community Affairs Report No. 2007-2.

8 The compensation that may have to be paid to customers once government agencies wade in and aggressively prosecute alleged misbehavior could be substantial. For instance, after a full review of private pension sales in 1994, financial institutions in the United Kingdom reportedly paid out a total compensation of £12 billion. In the more recent case of endowment mortgages, which bundle mortgages with risky (stock market) investment, U.K consumers have already obtained in excess of £2 billion in redress. For additional information, see the website of the U.K.’s Financial Services Authority (FSA) at www.fsa.gov.uk.
For instance, consider the following: “The CFPA should also be authorized to ban often invisible side payments to mortgage originators… that are tied to the borrower receiving worse terms than she qualifies for, if the CFPA finds that disclosure is not an adequate remedy. These payments incentivize originators to steer consumers to higher-priced or inappropriate mortgages. In addition, the CFPA could consider requiring that originators receive a portion of their compensation over time, contingent on loan performance, rather than in a lump sum at origination.” Financial Regulatory Reform. A New Foundation: Rebuilding Financial Supervision and Regulation, U.S. Department of Treasury, 68, (June 2009).

For details, see www.hud.gov.

In the European Union, the Markets in Financial Instruments Directive (MiFID) has required since January 2008 the disclosure of commissions on retail financial products. In the United Kingdom, similar provisions were imposed earlier by the Financial Services Authority.

Many borrowers whose credit scores might have qualified them for more conventional loans say they were pushed into risky subprime loans. . . . The subprime sales pitch sometimes was fueled with faxes and emails from lenders to brokers touting easier qualification for borrowers and attractive payouts for mortgage brokers who brought in business. One of the biggest weapons: a compensation structure that rewarded brokers for persuading borrowers to take a loan with an interest rate higher than the borrower might have qualified for.” Subprime Debacle Traps Even Very Credit-Worthy As Housing Boomed, Industry Pushed Loans To a Broader Market, WALL STREET J., (December 3, 2007).

For updates on-going work by the EU Commission on the market for Packaged Retail Investment Products (PRIPs) see http://ec.europa.eu/internal_market/finservices-retail/investment_products_en.htm.


See DABANK, Faszination Wertpapier: Fakten und Hintergründe zum Anlegerverhalten in Deutschland, München, (2004). Two thirds respond that they obtain financial advice from their main bank. For a comparison, only one fifth (also) obtains advice from an independent financial advisor.

See Eurobarometer 60.2, Nov-Dec 2003. For instance, regarding households, 95 percent in Germany, 90 percent in Denmark, 95 percent in Austria, 91 percent in the Netherlands, and 80 percent in Finland expect to receive advice from financial institutions. (However, only 40 percent of Greek households expect to receive advice.) Furthermore, 65 percent of German respondents trust advice, which compares with 76 percent in Denmark, 75 percent in Austria, 60 percent in the Netherlands, and 79 percent in Finland, but only 22 percent in Greece.

For instance, in the United Kingdom, 91 percent of intermediary mortgage sales are “with advice” (see Financial Service Authority, Mortgage Market Review, Discussion Paper 09/3, (2009).

In a recent study, Hackethal et al. used trading as well as survey data from a sample of customers of a large German bank and found that over half of the surveyed customers stated that they consistently rely on the advice of their personal advisor. These customers are, predictably, less informed about financial products and do not perceive there to be a large conflict of interest—and they end up trading substantially more, thereby generating higher revenues for the bank, see A. Hackethal, R. Inderst & S. Meyer, Trading on Financial Advice, Mimeo, (2009). Georgarakos & Inderst find, using a pan-European survey, that trust in financial advice has a significant impact on the decision of less-educated households to buy stock or other risky and more information-sensitive “collective investment” products. Instead, for more educated households or those who do not perceive financial decisions to
be particularly complex, trust in financial advice does not significantly impact these decisions, see D. Georgarakos & R. Inderst, Trust in Financial Advice, Mimeo, (2010).

19 Incidentally, much empirical research that has access to detailed, micro-level portfolio and trading data comes from such online brokers, e.g., T. Odean, Do Investors Trade Too Much? AMER. ECON. REV. 89, 1279-298, (1999).

20 For instance, for the United Kingdom the Thoresen Review in 2008 proposes to increase the level of “generic financial advice,” so as to establish a minimum level of knowledge for all households that make financial decisions, see THORESEN REVIEW OF GENERIC FINANCIAL ADVICE, (2008).

21 Indeed, some studies have found that the provision of financial literacy education has only very limited and short-term effects, if at all (see the reviews in L. MANDELL, FINANCIAL LITERACY: ARE WE IMPROVING? (2004). The authors of a FSA report on financial capability thus conclude: “Making people better informed is hard and expensive and is of minimal value if it has no effect on behavior. This would be the case if low financial capability is more to do with psychological factors than lack of knowledge.” Financial Service Authority, A Review of Retail Distribution, Discussion Paper 07/1, (2007).

22 For instance, Choi et al. show that such mistakes in the choice between index-tracking funds are common even among MBA students, see J. Choi, D. Laibson, & B. Madrian, Why Does the Law of One Price Fail? An Experiment on Index Mutual Funds, NBER, (2006).

23 For pioneering work in economics on the tendency to favor the status quo, see W. Samuelson & R. Zeckhauser, Status Quo Bias in Decision Making. J. RISK AND UNCERTAINTY 1, 7-59, (1988).

24 To illustrate the consequences of procrastination, take a consumer who decides not to return a rented video today as the immediate disutility from walking to the shop exceeds the small charge for an additional day’s rent. This decision may be fully rational for a consumer who expects the opportunity cost of returning the video to be higher tomorrow. But if the consumer naively underestimates the possibility of procrastinating again tomorrow, long and costly delay may be sustained. In economics, procrastination preferences go back at least to Strotz, and may account for low savings rates and the reluctance to participate in government or company sponsored savings plans. See R. Strotz, Myopia and Inconsistency in Dynamic Utility Maximization, REV. ECON. STUDIES 23, 165-80, (1956), and also T. O’Donoghue & M. Rabin, Doing It Now or Later, AMER. ECON. REV. 89, 103-24, (1999). Despite the foundations of procrastination in neuroscience (e.g., S. McClure, D. Laibson, G. Loewenstein, & J. Cohen, Separate Neural Systems Value Immediate and Delayed Monetary Rewards, SCIENCE 306, 503-07, (2004)), it is remarkable that countries such as Germany neither have a low savings rate nor high (revolving) consumer debt, which are empirical regularities that are commonly cited in support of procrastination.

25 For instance, in an interesting experiment, Fellner & Suttner show that subjects are willing to take on more risk when they receive less feedback on their investment choices and have to take a more long-term decision, (G. Fellner & M. Suttner, Causes, Consequences and Cures of Myopic Loss Aversion—An Experimental Investigation, ECON. J. 119, 900-16, (2009)). Similarly, such a tendency to avoid risky choices has also been linked to regret aversion, which makes people avoid situations where they appear to have made the wrong decision even when the decision was a priori correct (e.g., G. Loomes & R. Sugden, Regret Theory: An Alternative Theory of Rational Choice under Uncertainty, ECON. J. 92, 805-24, (1982)). Generally, “mental accounting” refers to the cognitive method of treating different decisions in isolation, e.g., the decision to save for retirement and the decision to borrow for short-term consumption (see, R. Thaler, Mental Accounting and Consumer Choice, MARKETING SCIENCE 4, 199-214, (1990)).

26 A classic experiment in this vein was performed by Iyengar & Lepper, who showed that when the number of tasting booths for jam in a shop was increased from six to twenty-four flavors, then the fraction of customers who bought after tasting dropped from 20 percent to 3 percent, see S. Iyengar & M. Lepper, When Choice is Demotivating: Can One Desire Too Much of a Good Thing? J. PERSONALITY AND SOCIAL PSYCHOLOGY 76, 995-1006, (2000).
27 At least in some countries, when a customer pays directly for advice, the advisor is legally bound to pass on to the customer these benefits, implying that for the customer there is an immediate tradeoff. Also, the payments made to intermediaries may be funded by fees that are directly collected from the respective investment vehicles or that are funded from the additional interest (“yield spread”) that a customer pays (see the discussion in H.E. Jackson & L. Burlingame, Kickbacks and Compensation: The Case of Yield Spread Premiums, STANFORD J. L., BUS. & FIN. 12, 289-361, (2007) and E. Keith, D. Bocian, & W. Li, Steered Wrong: Brokers, Borrowers, and Subprime Loans, Center for Responsible Lending, (2008).

28 Bolton et al. and Inderst & Ottaviani show this in a model of “cheap talk” applied to the financial industry, see P. Bolton, X. Freixas, & J. Shapiro, Conflicts of Interest, Information Provision, and Competition in Banking, J. FIN. ECON. 85, 297-330 (2007) and R. Inderst & M. Ottaviani, Misselling through Agents, AMER. ECON. REV. 99, 883-908, (2009). What mitigates this conflict of interest are reputational concerns as well as the threat of legal prosecution. In the analysis of intermediated investment management of Stoughton et al. a fund advisor charges an advisory fee based on the end-of-year value of the client’s portfolio. According to a prevalent practice in the industry, investors are charged indirectly for advice through high loads that, in turn, give intermediary agents steep incentives to sell, see N. Stoughton, Y. Wu, & J. Zechner, Intermediated Investment Management, Mimeo, (2008). To this effect, it is indicative to note, in the United States, the low membership (of around one thousand professionals) in the National Association of Personal Financial Advisors (NAPFA), which admits only agents working on a fee-only compensation (see http://www.napfa.org). There are also legal obstacles, given that when receiving payment for advice, agents are subject to a stricter fiduciary duty. The U.K.’s financial services regulator has proposed plans to steer independent financial advisors fully toward direct charges for advice (Financial Services Authority, supra note 17).

29 See also the survey among EU members of the CFA Institute in which 64 percent of respondents agreed that the prevailing fee structure serves the purpose of steering sales rather than serving customers’ needs, CFA Institute, European Union Member Poll on Retail Investment Products: Summary Report, (2009).


31 As noted previously, payments to brokers have reportedly led to distortions also in the U.S. mortgage market. Generally, such distortions are likely when commissions vary between different products and product groups. For instance, in the United Kingdom, the Financial Services Authority suggests that unsuitable advice in the prime mortgage market may be a lesser concern, because their fees are typically flat between different products.

32 As noted above, the evidence in Hackethal et al., supra note 18, also suggests that customers differ in their perception.

33 See U. Malmendier & D. Shanthikumar, Are Small Investors Naive About Incentives? J. FIN. ECON. 85, 457-489, (2007) and H. Hong, J. Scheinkman, & W. Xiong, Advisors and Asset Prices: A Model of the Origins of Bubbles, J. FIN. ECON. 89, 268-287, (2008). Various theoretical attempts have been made to model the underlying bounded strategic rationality (e.g., N. Kartik, M. Ottaviani & F. Squintani, Credulity, Lies, and Costly Talk, J. ECON. THEORY 134, 93-116, (2007)). In general, such boundedly rational individuals may not understand (even if they had the necessary information) what the actions of the various players imply for the resulting payoffs.

34 In Cain et al. subjects are paid for the precision of the estimates of the number of coins in a jar. They can rely on the additional judgment of an advisor, who can closely inspect the jar. In a first treatment, advisors are paid for the accuracy of the subjects’ guesses of the number of coins; in a second treatment they are paid more when the guess is high. The estimate of the subjects is 28 percent higher in the second treatment, see D. Cain, G. Loewenstein, & D. Moore, The Dirt on Coming Clean: Perverse Effects of Disclosing Conflicts of Interest, J. LEGAL STUDIES 34, 1-25, (2005). See also U. Gneezy,

35 This distinction between the provision of information, on the one hand, and making a recommendation, on the other, also underlies much of the applicable regulation (such as MiFID in Europe).

36 Inderst & Ottaviani distinguish between two types of unsuitable advice: advice on whether to purchase a particular product or not, and advice on which product to choose. Even when customers do not pay a direct fee and when commissions are high, there may be little bias in the choice between different products if the product providers compete for the agent’s recommendation by offering countering commissions, see R. Inderst & M. Ottaviani, Intermediary Commissions and Kickbacks, Mimeo, (2008) and supra note 28.

37 This trade-off between a potential bias in the advisor’s recommendation and the quality of the information gathered is analyzed in R. Inderst & M. Ottaviani, How (Not) to Pay for Advice, Mimeo, (2009).

38 Inderst & Ottaviani, supra note 28, explore this commitment feature of disclosed commissions.

39 See Inderst & Ottaviani, supra note 37.


41 In an experimental study, Cain et al., supra note 34, find that advisors seem to be more prone to provide worse advice when the conflict of interest is disclosed.

42 In fact, the face-to-face situation may often be the factor that distinguishes advice from the provision of information at a distance, e.g., on the phone or through internet services. Furthermore, when advice is not customer-specific but regards general features of a product or service, such as quality or costs, issues may be similar to those arising with respect to deceptive marketing, e.g., through making false claims, denigrating rivals’ products, or trying to pass off the product as another firm’s.


44 For details see Inderst & Ottaviani, supra notes 36 and 28.

45 As reported by the Financial Services Authority, supra note 21, this is the case in the Netherlands, Denmark, Finland, Sweden, Israel, and Australia, albeit to different degrees and not always through the imposition of formal requirements. Denmark and Finland have moved, according to this report, toward a full ban of initial commissions on life and pension sales through independent brokers, while the Netherlands has limited the initial commission on life-and-protection insurance contracts to 50 percent of the total compensation.

46 This discussion is based on Inderst & Ottaviani’s theoretical analysis, see R. Inderst & M. Ottaviani, Sales Talk, Cancellation Terms, and the Role of Consumer Protection, Mimeo, (2008).

47 “Cooling-off rules” are used to target purchases that require an active marketing effort by sellers and for which buyers learn their utility only after purchase, as in the case of doorstep sales. These rules protect customers from purchasing under inflated perceptions. Interestingly, they typically apply less to situations in which there is no advice or face-to-face contact involved (with the exception of internet commerce). For instance, in the United State, the Federal Trade Commission requires sellers concluding transactions away from their premises to give buyers three days to cancel purchases of $25 or
more, with the exception of some goods (such as arts or crafts) or services that are subject to other regulation (such as insurance). In the EU, the “Doorstep Selling” Directive 85/577/EEC protects consumers who purchase goods or services during an unsolicited visit by a seller at their doorstep (or otherwise away from the seller’s business premises). This regulation provides a cooling-off period of seven days, enabling the buyer to cancel the contract within that period and making the contract unenforceable if the buyer is not informed in writing of this right. Similar regulations are in place in most industrialized countries; see supra note 43, Annex E.

48 For instance, New York Insurance Department’s Regulation 60 on “Replacement of Life Insurance Policies and Annuity Contracts” grants buyers an unconditional cancellation right for sixty days. Insurance Commissioners in many U.S. states have adopted a model regulation issued by the National Association of Insurance Commissioners that mandates an unconditional refund period of, typically, thirty days for life insurance and annuity replacements.

49 For instance, New York State Bill A8965 extends the duration of the mandatory “free-look” period (during which the insured may pull out of a purchased insurance contract and obtain a refund) from thirty to ninety days for individual accident and health insurance policies or contracts that cover an insured who is 65 years of age or older on the effective date of coverage. Similarly, the Omnibus Budget Reconciliation Act of 1990 mandates a thirty day free-look period to allow beneficiaries time to decide whether the Medigap plan they selected is appropriate.

50 As an example of self regulation, the Financial Industry Regulatory Authority (FINRA), the major self-regulatory organization for securities firms operating in the United States, mandates that broker-dealers make a reasonable effort to obtain information about the individual characteristics of their (non-institutional) customers and to ensure that their recommendations are “suitable” to customers’ financial situation and needs. FINRA was formed in 2007 through a consolidation of the enforcement arm of the New York Stock Exchange, NYSE Regulation, Inc., and the National Association of Security Dealers (NASD). NASD Conduct Rule 2310(a) “Recommendation to Customers (Suitability),” originally adopted in 1939, prescribes: “In recommending to a customer the purchase, sale or exchange of any security, a member shall have reasonable grounds for believing that the recommendation is suitable for such customer upon the basis of the facts, if any, disclosed by such customer as to his other security holdings and as to his financial situation and needs.” Added in 1991, Rule 2310(b) “Broker’s Duty of Inquiry,” further requires: “Prior to the execution of a transaction recommended to a non-institutional customer, other than transactions with customers where investments are limited to money market mutual funds, a member shall make reasonable efforts to obtain information concerning: (1) the customer’s financial status; (2) the customer’s tax status; (3) the customer’s investment objectives; and (4) such other information used or considered to be reasonable by such member or registered representative in making recommendations to the customer.” In addition, NASD Rule 3010 imposes a duty of supervision on the firm employing the broker-dealer. See R.H. Mundheim, Professional Suitability of Broker-Dealers: The Suitability Doctrine, DUKE L. REV. 3, 445-480 (1965) for an early account of the suitability doctrine and for a discussion of the evolution of NASD Rule 2310. For a more recent overview of the main legal issues relating to the enforcement of suitability regulation, see L. Lowenfels & A.R. Bromberg. Suitability in Securities Transactions, BUSINESS LAWYER 54, 1557-1597, (1999).

51 See Inderst & Ottaviani, supra note 28 for a detailed discussion.

52 For instance, especially outside the prime mortgage market, lenders rather than intermediaries may be held responsible for establishing an “affordability standard,” even when they do not have direct contact with customers (see Financial Services Authority, supra note 17).

53 Carlin & Gervais present a formal analysis of the “team production” problem when both a product provider and an intermediary contribute towards making the supply of financial products suitable for consumers, see B. Carlin & S. Gervais, Legal Protection in Retail Financial Markets, Mimeo, (2008).

54 Selling without advice typically results in a loosening of regulatory requirements and of the liability risk for both intermediaries and product providers. For instance, in the United Kingdom only the buyers of advised mortgages have special rights of access to an Ombudsman.
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I. Introduction

“Behavioral economics” refers to economic analysis based on a richer model of individual behavior than the rational actor model underlying mainstream economic analysis. The field has attracted widespread attention for its possible relevance particularly to consumer protection regulation but also to antitrust.

Intense interest in developments in the academic economics literature can have more to do with ideology than intellectual curiosity. The interest among policy makers in behavioral economics may be a case in point. In both consumer protection and antitrust, the use of standard economic analysis has generally been to limit the scope of government intervention. The interest in behavioral economics (and some of the resistance to it) stems from the belief that it justifies intervention that conventional economic analysis suggests is unwarranted. Proponents see behavioral economics as the antidote to the Chicago School poison. Opponents see it as a mutated bacterium, resistant to the economic medicine that has led to improved policy. In this article, I will provide some background on behavioral economics and assess what insights it provides for consumer protection and antitrust policy.

A discussion of behavioral economics must start with some background on economics as a discipline and the role of the assumption of rational behavior in it. Section II provides this background. Section III then describes the deviations from rational behavior documented in the behavioral literature. Section IV discusses analyses of markets in which some consumers are rational and others are not, focusing on the extent to which the presence of informed, rational consumers protects those that are poorly informed and/or irrational. Section V, which is divided into three sections, discusses public policy implications of the behavioral economics literature. One of the concerns about formulating policy based on behavioral approaches concerns how to articulate and impose limiting principles. The first subsection describes two proposals in the literature. The next two subsections then turn specifically to consumer protection and antitrust policy. Section VI briefly concludes by arguing that the behavioral economics literature is not likely to give current policy makers much insight. Consumer protection policy is arguably far ahead of the literature in recognizing how individuals are sometimes irrational and in considering the trade-offs in government intervention that takes irrationality into account. With antitrust, the behavioral economics literature may provide insight into the extent to which vigorous antitrust enforcement is sufficient to protect consumers (thus making more direct regulation unnecessary), but it does not provide much guidance on what antitrust interventions are appropriate.
II. Economics and the Role of Rationality

Common perception notwithstanding, economists do not believe that real human beings are rational optimizers. Most economic analysis concerns market phenomena, not individual behavior. Because market phenomena are inherently too complex to understand in every detail, economic analysis necessarily relies on simplifying assumptions that sacrifice realism for tractability. The rationality assumption plays so prominently in the literature because it is tractable (for people sufficiently proficient in mathematics) and yields some quite accurate predictions. How accurate they are is subject to debate. Still, for predicting, say, how a mandate to increase the use of ethanol in gasoline will affect the price of corn, standard economics based on the elasticities of supply and demand is likely to be the best approach available; and richer assumptions about how people really behave are not likely to add much. This principle of making simplifying assumptions is not peculiar to economics. Cartographers do not believe that the land they are mapping is flat.

This justification for the role of rationality in economics is susceptible to three broad objections. The first concerns how well models based on the assumption of rational behavior in fact predict economic phenomena. To the extent that the justification for an unrealistic assumption lies in predictive accuracy, economists should be open to alternative assumptions that yield more accurate predictions. The second possible objection is that, unlike natural sciences, economic analysis has a normative as well as a positive dimension. Economists do not merely predict and explain economic phenomena; they also assess whether some economic outcomes are more desirable than others. Arguably, this feature of economics is central to its influence on policy; and it is also the source of controversy. Even if the “predictive power” argument is persuasive with respect to the rationality assumption for positive economic analysis, the normative conclusions about market outcomes do not follow as a matter of pure logic.

A third objection is that the rationality assumption has surprisingly little empirical content in the sense that it is hard to refute. A vivid example that illustrates the point is that pedestrian accidents involving foreigners are a bigger problem in London than in most cities because visitors from countries where cars drive on the right side of the road often look the wrong way when crossing the street. This behavior is an example of what Herbert Simon referred to as “bounded rationality.” It reflects a purposeful pursuit of self-interest. (The pedestrians looking to the left are trying to avoid being hit by a car.) But it is based on “heuristics” or “rules of thumb,” which are mental short cuts people use to make decisions that they do not have either the time or the mental capacity to think
through completely rationally. Remarkably, though, by introducing a personal preference for looking to the left, it is hard to reject the hypothesis that the pedestrian behavior is the rational pursuit of self-interest.\(^5\)

Without a willingness to reject a “revealed preference” as being irrational, the only way to reject rational behavior is to observe actual inconsistencies. Even this is hard to do with actual behavior, as apparently inconsistent choices made at different times might reflect a change in preferences. However, it is possible to demonstrate inconsistencies in choices in laboratory settings. As will be discussed in the next section, the focus of much of the behavioral literature has been to document inconsistencies.

The combination of the three objections to the role of the rationality assumption in economics is one of the explanations for why the debates about the relative value of “Chicago-school” and behavioral approaches can be ideological. Much of the objection to economics concerns the normative conclusions about market outcomes that economists draw. But the difficulty of testing the assumptions underlying normative conclusions makes it hard to resolve scientifically the dispute among people with different predispositions about the efficiency of market outcomes and the prospects for government intervention to improve upon them.

There is another (and related) difficulty associated with resolving rationally the debate about what model of individual behavior should underlie economic analysis. The debate over the rationality assumption is likely a proxy for a more nuanced issue. If individuals behave rationally, voluntary market exchange makes both parties to a transaction better off. If so, then government intervention is unwarranted in the absence of externalities. While this argument preserves some role for the government,\(^6\) it carves out a substantial fraction of economic activity that the government should leave alone. A proper role for government intervention becomes the relatively rare exception, not the norm.

But a dogmatic belief in the rationality of consumer decisions may not be the main basis for beliefs in limits to government intervention. Consider policy toward smoking, behavior that is arguably not much different from the behavior of pedestrians from foreign countries in London. In contrast to a preference for looking to the left, however, some people do get pleasure from smoking; it is therefore harder to conclude as a matter of economic science that the decision to enjoy the short-term benefit and accept the long-term risk is irrational. Yet, in the United States and no doubt elsewhere, there is likely a consensus that starting to smoke is irrational and that it would be desirable to prevent anyone else from starting to smoke (and to help all current smokers break
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**But a dogmatic belief in the rationality of consumer decisions may not be the main basis for beliefs in limits to government intervention.**
the habit) if doing so were practical. Yet, there is no consensus among either the public or among professional economists—including behavioral economists—that smoking should be banned. Indeed, there may well be a consensus against a ban on tobacco products as being impractical. As with alcohol under Prohibition, a ban on smoking would likely result in a black market for cigarettes. Supply in that market would be provided by criminal organizations. Vigorous enforcement of the laws would result in prison terms for people who would not otherwise engage in criminal activity. Without vigorous enforcement, the laws would be entirely ineffective (which would reduce general respect for the law). The argument against a ban on smoking is more about the limits of government effectiveness than about consumer rationality.

While there may be a consensus that governments can legitimately discourage smoking by taxing it and disseminating information, there is likely substantial unease about how far the government should go in helping people make better decisions. What should government policy be toward decisions to drink alcohol or eat at fast food restaurants, activities that most people are able to enjoy in moderation without suffering substantial long-term harm? Yet, there is evidence that some people end up making choices they ultimately regret with respect to both. Is there a governmental role in preventing alcoholism or overeating and what should that role be? If it does have such a role, how extensive should it be? And if the government has a role in influencing people’s smoking and diet decisions, what else might it involve itself in? Government policies to alter individual choices would generally affect commercial interests and therefore become the source of lobbying and political contributions. Much of the controversy surrounding behavioral economics is not about whether individuals are rational but over the competence of government to protect people against their own irrationality.

In evaluating the literature on behavioral economics, the issue of whether it proves that people in fact behave irrationally is a straw man. It is not just that we already know that people behave irrationally. It is that policy has long recognized that people sometimes behave irrationally and that government has some role in modifying individual behavior. The question that needs to be asked about the behavioral economics literature is whether it clarifies the limiting principles that divide where government intervention yields benefits that exceed the costs.

III. Deviations from the Rationality Assumption

If, by behavioral economics, one means any economic analysis in which individuals are not assumed to be both perfectly informed and rational, the field is vast
and a complete review is far beyond the scope of this article. The literature on deviations from rationality is somewhat more limited (although not as new as some might suspect), but imperfect consumer information is at the heart of a great deal of consumer protection policy; and some of the modern behavioral economics literature concerns the effect of imperfect information as opposed to irrational responses to the information people have.

A. IMPERFECTLY INFORMED CONSUMERS

A critic of the existing economics literature of his day once wrote, “One should hardly need to tell academicians that information is a valuable resource: knowledge is power. And yet it occupies a slum dwelling in the town of economics. Mostly it is ignored: the best technology is assumed to be known; the relationship of commodities to consumer preferences is datum.” One might suspect that this quote comes from a noted Chicago school critic. In fact, it is the opening sentence to George Stigler’s *The Economics of Information.*

Once one recognizes that information is itself a scarce good, several questions naturally follow. First, to what extent will individuals devote the right amount of effort to becoming informed? Second, do firms have the right incentives to provide consumers with information that will help them make rational choices? Third, do firms have an incentive to provide false information to consumers? Fourth, what role should the government play in the information consumers receive? Should it regulate private efforts and/or should it be an independent source of information? Fifth, is it ever more efficient for the government to make decisions for consumers (rather than rely on informed consumer decisions) and, if so, what are the principles underlying those cases?

B. DEVIATIONS FROM RATIONALITY

When James Tobin won the Nobel Prize in economics in part for his theory of portfolio choice, he was asked at a news conference to explain his work in layman’s terms. After repeated attempts to get him to further simplify his explanation, he said that his Nobel Prize was for explaining the principle that investors should not put all their eggs in one basket. That prompted a cartoon of a spokesman for the Nobel committee announcing a subsequent prize for demonstrating that “An apple a day keeps the doctor away.” When stated as simply as possible, academic advances particularly in the social sciences can sound trivial.

Those who have heard of behavioral economics and suspect it must have great value but have not yet read the literature might have a similar reaction to the ways in which the literature has demonstrated deviations from rational behavior.
In the behavioral economics literature, there are three major ways in which individual behavior deviates from rationality: bounded rationality, incomplete self-interest, and incomplete self-control.\(^9\)

1. Bounded Rationality
As described above, bounded rationality means that individuals (or firms) act purposefully, but not necessarily as if they are both fully informed and perfectly rational. In the bounded rationality literature, two deviations from rational behavior play prominently. The first is that individuals exhibit systematic biases when making decisions under uncertainty. The second is that the decisions people make depend on how they are “framed.”\(^{10}\)

Neither of these results is new. Both date back at least to the work of Allais, who developed pairs of choices that demonstrated the inconsistency of choices people make. In what is known as “Allais’ Paradox,”\(^{11}\) people are presented with two sets of choices. The first choice is between a certain outcome of $1 million and a random outcome of an 89 percent chance of $1 million, a 10 percent chance of $5 million, and a 1 percent chance of $0. Most respondents choose the sure option of $1 million.

The second choice is between an 11 percent chance to get $1 million and a 10 percent chance to get $5 million (and $0 the rest of the time). Most people say they prefer the 10 percent chance at $5 million.

The paradox is that the choices are inconsistent with each other. In both cases, the choice the individual makes is irrelevant 89 percent of the time. (In the first case, he gets $1 million whether he takes the safe or the risky outcome. In the second case, he gets $0 regardless of his choice). Thus, the choice only matters the other 11 percent of the time. In both cases, the first choice gives $1 million over the entire 11 percent probability that the choice matters. In the second choice, the 11 percent chance of the choice mattering is divided between a 10 percent chance of $5 million and a 1 percent chance of $0. Neither choice is inherently irrational, but the choice between them cannot rationally depend on what the individual gets the 89 percent of the time that the choice does not matter.\(^{12}\) Allais’ paradox is an example of both themes. The irrational decision concerns risk and it appears that the decision is affected by how it is framed.\(^{13}\)

The work of Daniel Kahneman & Amos Tversky, for which Kahneman received the Nobel Prize in economics in 2002,\(^{14}\) was another important antecedent to the modern behavioral economics literature. In a seminal article published in Science entitled *Judgment under Uncertainty: Heuristics and Biases*,
they explored ways in which individual decisions under uncertainty deviate systematically from rationality and categorized the deviations as arising from three sources of bias: “representativeness,” “availability,” and “adjustment and anchoring.” “Representativeness” concerns how people assess the relative probabilities of possible explanations for information they are given. They tend to treat all possibilities as being equally likely ex ante, and then judge the relative ex post probabilities based just on how representative the facts were of the candidate explanations. “Availability” is the phenomenon that people assess the relative likelihood of events based on their ability to think of examples. “Anchoring” refers to the phenomenon that people sometimes solve problems by starting with some reference point and then making an adjustment to it.

Thaler & Sunstein illustrate this anchoring phenomenon with the example of asking people to estimate the size of Milwaukee, Wisconsin, which is the biggest city in Wisconsin. Residents of Chicago on average give a higher estimate than residents of Green Bay (a small city in Wisconsin). Thaler & Sunstein’s explanation is that residents of Chicago start with the population of Chicago and adjust downward. Residents of Green Bay start with the population of Green Bay and adjust upward. Both, however, make adjustments that are too small. This phenomenon of anchoring and adjustments suggest how the framing of a question can affect responses, since the question can be asked so as to provide an anchor.

Modern work on bounded rationality has emphasized several behavioral biases. One is “status quo bias,” which is a bias toward inaction. An implication of status quo bias is that the choices people make are affected by defaults. For example, voluntary contributions to savings plans depend on the default option. If people were fully rational, their contributions would not depend on whether they have to sign up for the plan in order to participate or opt out if they wish not to participate.

Two points about the bounded rationality detected in the literature are worth noting. First, as described in the previous section, proving irrationality without making value judgments about what constitutes a rational preference is difficult. Many of the proofs of irrationality have been proofs of inconsistency. (The other way is to show that people fail to account for objective laws of probability.) These are certainly forms of irrationality, but they may not be the most important ways in which people behave irrationally. Second, the definition of irrationality focuses on systematic biases. For example, people may systematically overestimate the risk of some types of rare events. An exclusive focus on how the average response differs from the correct response necessarily misses cases in which people are right on average but some individuals make large errors in both directions.
Consider whether there is need for government regulation of skydiving. Obviously, skydiving entails some risk, but some people may enjoy it enough to justify taking the risk. Suppose some people substantially overestimate the risk of skydiving while others underestimate it with the average assessment being approximately correct. Is government intervention warranted? Those who substantially overestimate the risk will presumably choose not to jump from an airplane in flight. They might end up foregoing something they would enjoy, but few would suggest that the government should educate people that skydiving may well be safer than some of them realize. Those who underestimate the risk might, however, make a catastrophic decision. Whether or not people misestimate the risk on average is less important than whether some people substantially underestimate it.

If the skydiving example seems far-fetched, similar issues arise with respect to loans with severe default penalties. One of the systematic biases documented in the literature is that people are on average overly optimistic about their own prospects. Poll a class of students at the start of the semester about what grade they expect in the class, and the resulting distribution will entail more high grades than the actual distribution. Ask a group of people with a particular type of loan what they think their probability of default is; the average answer may well be lower than what the lender knows to be the statistical probability of default. Whatever role the government might have in protecting people from taking out loans for which they do not understand the full consequences, the need for such a policy does not require bias. It just requires that some people make large errors.

2. Imperfect Self-Control

The second major deviation from rationality documented in the behavioral economics literature is imperfect self-control. As with bounded rationality, the demonstration of imperfect self-control is from an inconsistency between choices people actually make in the short run and the decisions they say they would make. For example, suppose someone is told that they can either have $100 in one year or $101 in one year plus a day. Most people prefer the latter. Then, suppose after a year, they are told they can have the $100 immediately or $101 the next day. Many people opt for the $100 immediately. The inconsistency is that both choices entail choosing whether their one-day discount rate is greater or less than 1 percent.

Moving outside experimental settings, the phenomenon of imperfect self-control can explain why people decide to limit the options available to them. For example, some banks used to have Christmas Clubs, which were savings accounts that allowed customers to retrieve the funds only near Christmas. Since they did not yield higher returns than regular savings accounts, it is not clear why anyone with complete self-control would place limits on when they could retrieve the funds. Models of lack of self-control assume that people operate in
two different states—a hot state and a cool state. When in a cool state, they recognize that they will make choices in a hot state that they would regret in a cool state. As a result, they take actions to restrict the choices that might be available to them in the hot state.

3. Incomplete Self-Interest
Lack of self-interest means that individual decision-making often reflects an interest in the well-being of others, perhaps due to some underlying sense of fairness. A well-known example concerns experimental results in the “ultimatum game.” Two people, John and Mary, are given $10 to divide between them. The rules of the game are that John gets to propose a split to Mary. Mary can either accept or reject it. If she accepts, each player gets the split proposed by John. If she rejects, they both get $0. In the fully rational solution to the game, John should offer to give Mary $0.01, taking $9.99 for himself. Mary would rationally accept since $0.01 is better than $0.00. When the game is played experimentally, however, the most common outcome is that the player who gets to make the ultimatum offers a more even split of the money. Whether John offers Mary more than $0.01 because of his own sense of fairness or whether he is merely protecting himself from the possibility that Mary would “irrationally” reject the $0.01 (perhaps based on her own sense of fairness), the model of fully rational behavior is at substantial odds with extensive experimental evidence.

4. Reprisal
Reduced to very simple terms, the three deviations from rational behavior documented in the behavioral economics literature come down to this: the average IQ is only 100, people sometimes make short-run decisions they regret, and people sometimes act selflessly and with a sense of fairness.

C. ACADEMIC CONTRIBUTIONS OF BEHAVIORAL ECONOMICS
To be sure, the previous paragraph over-simplifies behavioral economics and its contributions. The quote from James Tobin provides a suitable analogy. Tobin did not discover the principle that people should not “put their eggs in one basket” or, to put the matter less colloquially, that people should diversify their portfolios. His contribution was to develop a tractable mathematical approach to modeling such behavior.

A similar point can be made about the behavioral literature that suggests that some people make short-run decisions with respect to current consumption and savings that they ultimately regret. The literature on “hyperbolic discounting”
concerns a mathematical representation of such behavior. The mathematical representation is itself a contribution as it may lay an important foundation for models that predict economic variables (like savings and interest rates) more accurately and some of that analysis might ultimately have policy implications.

The areas of economics where behavioral approaches have had the biggest effect have been fields with documented anomalies to explain. The leading example is finance. Because it is the field of economics with the most abundant data, it has a relatively large number of anomalies (or, at least, alleged anomalies). While some of these anomalies, such as the equity premium puzzle and the excessive volatility of stock prices, are controversial, enough scholars believe them to be true that they have explored whether behavioral phenomena could explain them. Another field in which behavioral approaches have been influential is macroeconomics. One of the puzzles in macroeconomics is the low rate of saving in the United States. The literature on hyperbolic discounting is an obvious explanation to consider once rational explanations have been exhausted.

In 2005, a high-profile conference in Helsinki was devoted to behavioral approaches to areas of economics besides finance and macroeconomics. The organizers of the conference did not include a paper on industrial economics because, as conference organizer Peter Diamond explained, “There was no behavioral industrial organization covered at the conference because there is not yet an audience there.” We will turn to this observation below in the discussion of the implications of the behavioral economics literature for antitrust.

IV. Do Markets Protect Irrational Consumers?

You find yourself in the unfamiliar city Nowheresville for the evening and it is time for dinner. You come across a restaurant called “Joe’s Diner.” You have no other information about it other than the sign, “Proudly Serving Nowheresville for over 15 years.” How confident can you be that you will not regret the decision to eat there? How persuasive is the argument that Joe’s only could have survived in the market for over 15 years if its regular customers who live in Nowheresville like the food? And if the argument is persuasive with respect to Joe’s, how general is the argument that the market protects uninformed customers because only businesses that provide service that informed customers like can survive?

Analysis of markets with some informed and some uninformed customers falls under the label “behavioral economics.” For example, in a financial market with some rational and some irrational investors, do market prices reflect the informa-
tion of informed investors? At one point, it had been argued informally that informed investors would be able to take advantage of any mispricing and that they would ultimately drive uninformed investors from the market. Recent theoretical analysis in finance has shown that this is not necessarily the case.\textsuperscript{26}

With respect to non-financial markets, Salop & Stiglitz demonstrated that in a market with some informed and some uninformed buyers, businesses offering bad deals can survive.\textsuperscript{27} No informed customers would shop there, but some uninformed customers would; and the prospect of selling to some uninformed buyers could make it possible for a business offering relatively bad deals to survive.

The more recent behavioral economics literature that falls into this category is the work on “shrouding,” or hidden charges.\textsuperscript{28} An example of a “shrouded” charge is the price rental car companies charge for refueling cars returned without a full tank. Informed customers can avoid the charge by refueling just before returning the car. But “uninformed”\textsuperscript{29} customers end up buying gasoline at far above the market price. The prospect that some customers will pay the high refueling charges gives the rental companies an incentive to offer lower daily rates than they otherwise could. Informed customers get a good deal on the daily rate. But those who pay for refueling might end up paying much more than they expected.

The insight from the shrouding literature is that the combination of informed customers and competition do not necessarily protect the uninformed customers.\textsuperscript{30} The shrouded charges are a way of giving informed customers a good deal and uninformed customers a bad deal. Thaler & Sunstein illustrate the point with extended service contracts for electronic equipment, which are generally offered on unattractive terms. Informed customers refuse the offer, uninformed customers do not. The prospect of selling extended service contracts to uninformed customers induces electronics retailers to offer base prices below what they otherwise would. Informed customers get a good deal, so the inability to attract informed customers does not drive the retailers out of business. As Thaler & Sunstein explain, it is hard to make money by explaining to people that they do not need something that they would like to purchase. Similar issues can arise with virtually any form of credit (credit cards, mortgages, auto loans), with attractive base terms but high penalties for late payments, cell phones (with charges for extra minutes being shrouded), hotels (with charges for parking, internet access, and telephone usage being shrouded), video rentals (with late charges being shrouded), and so on.
V. Policy Implications

A. LIMITING PRINCIPLES

As discussed above, the question of whether real people are fully rational is a straw man. Skepticism about the policy implications of behavioral approaches stems less from a faith in human rationality than from a recognition that sources of irrationality are abundant. Ideally, policy implications would be based on a careful weighing of the costs from consumer irrationality and government imperfections. Since such an analysis is typically impractical, behavioral approaches to policy must admit some more practical limiting principle.

This point is not merely theoretical. In the 1970’s, the Federal Trade Commission (“FTC”) entered into a series of rule makings that at least implicitly embodied a behavioral economics approach. A particularly notorious example was the so-called “kid-vid” proceeding, in which the Commission sought to ban all advertising to children as an unfair trade practice. The Commission was subjected to substantial public and political criticism for these efforts. The Washington Post ran an editorial accusing the FTC of being a “nanny.” For many years, Congress failed to pass the FTC authorization. There was serious discussion of eliminating the agency. One manifestation of the self-evaluation that emerged from that period was a major change in how the Agency defined an unfair trade practice.

One approach to limiting principles put forward by Camerer, Issacharoff, Loewenstein, O’Donoghue, & Rabin (henceforth, Camerer et al.) is what they refer to as “asymmetric paternalism.” Paternalism necessarily entails policies that prevent people from taking actions they would like to take, based on the rationale that some people are either sufficiently badly informed or irrational enough to need protection from themselves. A fundamental risk with paternalistic policies is that in trying to prevent people from taking actions they regret, they prevent people from taking actions that do in fact reflect their rational self-interest. The “asymmetry” in the term “asymmetric paternalism” refers to the difference in how policies affect the informed and the uninformed. The ideal asymmetrically paternalistic policy allows rational, informed individuals to make the choice they want and prevents irrational or uninformed individuals from making mistakes.

Based on this ideal, Camerer et al. categorize interventions into four categories reflecting different degrees of intrusiveness. These are defaults, framing and information disclosure, cooling off periods, and restriction of consumer choice.
An example of a default might concern magazine or newspaper subscriptions. When a subscriber buys a one-year subscription with a credit card, the magazine might give the consumer the option of automatically renewing the subscription, requiring the subscriber to go to the effort to cancel the subscription. Since some consumers might prefer automatic renewal to avoid the effort of re-subscribing, banning automatic renewal is arguably overly intrusive. However, one might argue that public policy should force magazines to make non-automatic renewal the default, allowing those who want automatic renewal to opt in. Changing the default in principle does not prevent anyone with an informed (or, for that matter, uninformed) preference from choosing his preferred option.

The second least intrusive intervention according to Camerer et al. is information provision or framing. An example is the requirement in the Truth in Lending Act that credit providers must state loan terms as an annual percentage rate, or “APR.” The rationale is that many consumers might misinterpret loan terms (by, for example, thinking that a 1 1/2 percent monthly credit card interest rate is low by failing to distinguish between a monthly and annual rate of interest). The disclosure does not hurt in any significant way those who understand loan terms but might help those who do not.35

The third in the Camerer et al. hierarchy of intrusiveness is cooling-off periods, which are mandated delays. An example would be a delay of a few days between when a couple applies for a marriage license and when the state issues it. The common-sense motivation for such rules is to prevent people from rushing into such a long-range commitment in the heat of passion. The underlying foundation in the psychological literature is the distinction between decisions made in “hot” and “cool” states. To the extent that delays are short, they would appear not to impose significant costs.

The fourth and most intrusive level in the Camerer et al. hierarchy is actual (and permanent) limitations on the choices (by making certain transactions illegal). Examples would include bans on products (or employment conditions) considered to be too unsafe.

Related to the Camerer et al. definition of “asymmetric paternalism” is Thaler & Sunstein’s advocacy of “libertarian paternalism,” a term that many will consider to be an oxymoron. (Thaler is an eminence grise of the behavioral economics literature. Sunstein, in addition to being a noted scholar in the area, is currently Director of the Office of Information and Regulatory Affairs (“OIRA”) in the Office of Management and Budget.) They discuss the concept extensively in their recent book, Nudge.36 The emphasis of the book is cases where framing seems to have a significant effect on individual behavior. Examples include changing the placement of milk relative to soda in school cafeteria lines and changing the default provisions on contributions to retirement plans by requiring people who do not want to participate to opt out rather than requiring those who do want to participate to opt in.
Despite the similarity of the terms they use, the limitation inherent in “libertarian paternalism” is much different from those in “asymmetric paternalism.” The limitation in “libertarian paternalism” entails the form of the intervention. By focusing on framing and defaults, the intervention does not prevent anyone who is determined on a particular course of action from doing so. There is nothing inherent in this conceptualization that limits the situations in which the government might try to intervene. The concept seems innocuous when applied to inducing students to eat healthier food because there is likely a strong consensus (at least among adults not in the business of selling fat- and sugar-laden foods) that healthier diets for students would be desirable. Without strong principles to limit when it is appropriate for the government to try to (gently) engineer individual behavior, however, the term “libertarian paternalism” is unlikely to assuage concerns that it is simply a way of framing “big brother” to make it seem innocuous.

B. INSIGHTS INTO CONSUMER PROTECTION POLICY

Consumer protection policy existed before the renewed interest in behavioral economics. A question to ask about the literature is what insight it provides into that policy.\(^37\)

Some of the existing policy fits into Camerer et al.’s fourth category of intervention. An example is FDA approval of drugs and the requirement that people obtain a prescription for some drugs. The presumed rationale for FDA regulation is that drug safety and efficacy are difficult for individuals to evaluate and there is relative homogeneity of preferences to avoid drugs that are unsafe and/or ineffective. In broad terms, FDA regulation is consistent with the new literature. In this regard, the literature might provide a useful framework for understanding why regulation is what it is, but it does not necessarily yield insights into how to improve it.

One might suspect that the new literature might yield more guidance for enforcement of the more amorphous consumer protection mission of the FTC, which is allowed to bring actions against “unfair or deceptive acts or practices.” Again, though, the literature might do more to explain why FTC enforcement has developed the way it has than to provide insights into how it might improve policy. Consumer protection enforcement at the FTC has always (or at least for decades) been premised on the notion that consumers sometimes behave irrationally. If they did not, the Commission would not need to devote scarce enforcement resources to actions against sellers of products that promise weight loss without either diet modification or exercise (but with payment). In its regulation of advertising, it has long been aware of what advertisers also understand—that framing affects the choices people make. The challenge for the FTC
Competition Policy International

is to identify when the framing companies do cross the line of being either deceptive or unfair. It is not clear that the behavioral economics literature has advanced to the point where it can help the FTC identify the boundary more accurately.

Formal economics plays less of a role in consumer protection enforcement at the FTC than in antitrust enforcement. Of the several reasons why this is the case, one is that the formal behavioral economics underlying the consumer protection mission is relatively underdeveloped. While it might seem obvious that further development of the behavioral economics literature should help improve policy, there are risks as well. In a discussion of the implications of behavioral economics to consumer protection regulation, Jolls argues that price ceilings such as bans on usury or price gouging reflect social norms against letting markets work. Her argument may well be persuasive as a matter of positive law and economics. That is, it might explain why such laws have been passed. Most economists would view this behavioral view of the law as an argument for conventional economics as a tool for avoiding harmful economic policy. Jolls argues for an alternative use of behavioral economics in law and economics. She sees a role for legal standards to “debias” consumer decisions. In other words, she sees legal standards as protecting consumers from their own bad decisions.

The recent financial crisis provides an interesting case to evaluate whether the behavioral economics literature yields insights into how to improve policies. The FTC shares responsibility with the Federal Reserve Board for enforcing Section 5 of the FTC Act with respect to financial products. In that capacity, it has attacked predatory lending practices as well as deceptive practices with respect to a wide variety of financial products from home and car loans to credit cards and payday loans. With respect to home loans, it is widely accepted that one of the factors that precipitated the financial crisis was that home loans were given to people who had high probabilities of default, particularly if housing prices fell. This raises the question of whether the crisis could have been avoided with stronger consumer protection policies that would have prevented people from taking out loans that they ultimately regretted.

The issue is not whether it would have been better if those loans had not been granted. Rather, it is whether the way to prevent such loans in the future is through consumer protection regulation and whether the failure to impose the appropriate regulations to prevent the crisis stemmed from a failure to recognize that individuals are not always rational profit-maximizers. In evaluating those issues, one needs to consider the behavior of the lenders as well as the borrowers. It should come as a surprise to no one that individuals are willing to take out loans that they have a poor chance of repaying. Whether such behavior is ration-
al or irrational, this is why banks have loan officers and why borrowers have to fill out financial disclosure forms in order to get a loan.

Why lenders issued the loans is a bigger puzzle than why borrowers were willing to take out loans for houses they could only afford if housing prices continued to rise. Some pieces of the puzzle are understood. Mortgage brokers were willing to arrange for bad loans because they received origination fees and did not bear the default risk. Why investors were willing to buy the securitized loans is more of a puzzle. At least part of the answer is that they relied on the major ratings agencies. Why the ratings agencies miscalculated the risk so badly is also subject to debate. They might have faced perverse incentives to understate risk. They might have made honest errors in the difficult science of predicting the probability of rare events. The deviations from rationality documented in behavioral economics literature do not make the short list of likely explanations for what went wrong at the ratings agencies.

Indeed, looking at the crisis as a whole, a common explanation is that a failure in regulation and corporate governance created situations in which individuals could make large “heads-I-win-tails-you-lose” bets. The fact that, confronted with such incentives, people in financial institutions took those bets is exactly what a model based on the rational pursuit of self-interest would predict.

C. IMPLICATIONS FOR ANTITRUST

As noted above, a recent conference on behavioral approaches to areas of economics besides finance and macroeconomics (the two fields where the applications are relatively well established) did not include any discussion of industrial economics because there has been virtually no interest within modern industrial economics in applying behavioral approaches. In light of that observation, the interest in behavioral approaches to antitrust economics might seem puzzling.

In broadest terms, one of the benefits claimed for antitrust enforcement is that it obviates the need for more direct and onerous regulation. If competition is sufficient to ensure that firms act in consumers’ interests, direct government involvement is unnecessary. The literature on shrouding highlights ways in which competition may not be sufficient to protect all customers. Arguably, therefore, the shrouding literature provides insights into the boundary between the reliance on antitrust and regulation.

What implications the behavioral economics literature has for how antitrust laws should be enforced is less clear. Superficially at least, shrouding relates to...
bundling and tying. However, the behavior that allows firms to exploit uninformed customers is typically unbundling. For example, a relatively recent trend in the airline industry is the unbundling of the checking of bags. Interestingly, Southwest Airlines has run a major advertising campaign touting that on Southwest, “Bags fly free,” meaning that Southwest ties the right to check bags to a passenger seat. If the tying were anticompetitive rather than a form of competition, it is unlikely that Southwest would be advertising the point.

One of the general reasons to be skeptical that the behavioral economics literature has important implications for antitrust is that it has focused on how individual behavior is irrational. Ironically, there is a much older behavioral economics literature, dating back to Herbert Simon’s work on bounded rationality and the 1962 publication of Cyert & March’s A Behavioral Theory of the Firm. While that literature remains influential in various business school disciplines (such as organizational behavior), industrial economists have largely ignored it for decades.  

A long-standing issue in the literature on firm behavior is whether mergers reflect managerial objectives rather than those of shareholders. In turn, the issue is part of a broader issue about the quality of corporate governance. While recent events have perhaps provided more reason to doubt the effectiveness of corporate governance, the implications for merger review are not clear. Under the assumption that management is constrained to operate in shareholders’ interests, the objective of merger review is to assess the relative likelihood of competitive and anticompetitive explanations for the increase in value anticipated from a merger. The possibility that a merger might destroy value arguably reduces the likelihood that it is intended to create monopoly power, but it also limits the concern about a merger challenge standing in the way of preventing efficiencies.

VI. Conclusions

My objective in this article has been to provide some background for policy makers who are wondering what behavioral economics is and what implications they should draw from it.

My guess is that most policy makers who were hoping for great insights will be disappointed.

The behavioral literature does not address the trade-off that consumer protection policy makers routinely confront. For economic policy in general and consumer protection policy in particular, the assumption of perfectly rational behavior is a straw man. Once one digs through the jargon used to describe them, the deviations from rationality that have been documented are not very surprising.
Real people are not geniuses. Real people sometimes act impulsively. Policy makers already know this. But real people are not idiots, they have mechanisms for dealing with their own impulsiveness, and government intervention is necessarily costly and imperfect. Consumer protection policy makers were struggling with how to balance bounded rationality and imperfect government intervention long before behavioral economics became a hot topic. At this point, the literature is catching up to the policy issues rather than providing insights that can lead it.

With respect to antitrust, the focus of the new behavioral literature on individuals, not firms, severely limits the insights it can provide. As described in the previous section, there are perhaps a few implications that touch on antitrust, but they are not central to the major antitrust debates of the day.

10 For a more complete elaboration of deviations from rationality, see Thaler & Sunstein, *supra* note 1 and Bernheim & Rangel, *supra* note 5.


12 Although the probabilities do not match up exactly, suppose that the choice is made at the start of the Major League Baseball season in United States and Canada. Think of the 10 percent occurrence as the New York Yankees winning the World Series, the 1 percent chance being the Cincinnati Reds winning the World Series, and the 89 percent chance being any team besides the Yankees or Reds winning the World Series. In the first choice, the individual either takes $1 million for sure or, alternatively, $5 million if the Yankees win, $0 if the Reds win, and $1 million otherwise. The choice is between getting $1 million if either the Yankees or Reds win the World Series as opposed to $5 million if just the Yankees win. For both choices, the individual’s decision only matters if the Reds or Yankees win. The amount one gets if someone other than the Yankees or Reds wins does not rationally affect this choice.

13 When behavioral economists say that “framing” affects decisions, they mean that people make different choices when the same information is presented in different ways.

14 Tversky died in 1996. Nobel Prizes are not awarded posthumously.


16 For example, they gave respondents a description of a person with characteristics that matched the stereotype of a librarian and asked for the relative probabilities that the person was farmer, physician, salesman, airline pilot, or librarian. Research has shown that on average, respondents give too little weight to the fact that some professions are far more common than others.

17 Thaler & Sunstein, *supra* note 1, at 23.

18 *Id* at 97.

19 Status quo bias can be understood as a way in which framing matters.


22 The insight that humans sometimes give in to short-run temptation with disproportionately severe long-term consequences dates back at least to the story of the Garden of Eden. Restricting attention to people considered to be economists, consider the following quote: “The man who acts according to the rules of perfect prudence, of strict justice, and of proper benevolence, may be said to be perfectly virtuous. But the most perfect knowledge of these rules will not alone enable him to act in this manner: his own passions are very apt to mislead him; sometimes to drive him and sometimes to seduce him to violate all the rules which he himself, in all his sober and cool hours, approves of.” See A. SMITH, *THE THEORY OF MORAL SENTIMENTS* (1976). (The reference is to a Clarendon Press edition. The book was originally published in 1759.)

23 The equity premium puzzle is that the average return to equities so far exceeded the return to bonds that it was hard to reconcile investors’ willingness to hold bonds with plausible degrees of risk aver-
(With the S&P 500 now roughly 20 percent below its value a decade ago, the puzzle may not be as pronounced as it once was.)


29 The customers who end up paying the late fuel charges may not literally be uninformed. The group would include those with strong preferences not to refuel and little concern for the cost and those who, due to the unfolding of travel-day events, end up not having the time to refuel.

30 Sometimes they do. As is discussed below, Southwest Airlines advertises its competitors’ shrouded charges.


33 Camerer et al., *supra* note 1.

34 Camerer et al. define a successful asymmetrically paternalistic policy as one for which:

\[(p \cdot B) - (1 - p) \cdot C - I + \Delta \pi > 0,\]

where \(p\) is the fraction of boundedly rational individuals, \((1 - p)\) is the fraction of fully rational individuals, \(B\) is the benefit of the policy to the boundedly rational individuals, \(C\) is the cost to the fully rational consumers, \(I\) is the implementation costs, and \(\pi\) is the economic profits of companies supplying the market in question.

35 Cameron et al. consider disclosure requirements more intrusive than defaults because they might be more costly.


38 An important part of the explanation is that many of the FTC consumer protection actions entail fraudulent activities by “judgment-proof” parties. Liability is not a close call requiring a careful weigh-
ing of costs and benefits, and penalties are driven more by the financial resources of defendants than by a measure of economic damages.


40 As noted above, the need for consumer protection may lie more in some consumers making some very bad decisions than in ways in which consumer decisions are wrong (but only slightly so) on average.

41 It is interesting to consider why there has been little interest in behavioral economics approaches in industrial economics. A possible explanation is that one of the factors that drives interest in behavioral approaches is anomalies that seem hard to explain with a model of rational behavior. With the decline in interest in cross-market empirical analysis in industrial economics, industrial economists have not done the sort of work that might be expected to yield anomalies. Anomalies may exist, however. For example, continued investment in the airline industry despite a history of massive losses should arguably be considered a major anomaly in the industrial economics literature.


44 I do not mean to suggest that there are no implications. I am not aware of any analysis of them, however, and they are not transparent without analysis.
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I. Introduction

The influence of an academic movement upon judicial decision-making can be evaluated in various ways. One simple, perhaps simplistic, way is to count the citations in judicial opinions to scholarly works representative of that movement. By that metric, behavioral economics has not yet affected courts in the United States in any substantive area of law. The question we address is whether that is likely to change in the foreseeable future.

There is some reason to think judges will consult behavioral economics or literature influenced by behavioral economics with increasing regularity in the not-too-distant future; the movement is already influential and becoming more so within the legal academy. Legal scholars have begun to incorporate behavioral economics into their work in much the same way antitrust scholars began to incorporate neoclassical economics into their work in the 1950s and 1960s. Since then, price theory has had a major effect upon legal analysis in general and a profound effect upon antitrust law and the antitrust jurisprudence of the Supreme Court.

Considering the outpouring of legal scholarship influenced by behavioral economics, we might expect future judges—taught by professors with a behavioral bent—to incorporate that learning into their decisions. Behavioral economics in the late 20th and early 21st centuries and neoclassical economics in the 1950s and 1960s are not perfect analogues; however, there are several reasons to think behavioral economics will not have nearly as significant an effect upon future judicial decisions as neoclassical economics has had upon courts in the last several decades.

In this paper we briefly trace the influence price theory has had upon the antitrust academy and the judiciary. Then we place behavioral economics upon an evolutionary timeline to highlight its growing importance within the legal academy, but also to demonstrate its failure thus far to influence judicial decision-making in any meaningful way. We conclude with reasons for thinking behavioral economics is unlikely to influence future judicial decision-making.

II. Price Theory and Antitrust

Industrial organization ("IO") is a sub-discipline of microeconomics that focuses upon the structure and performance of markets and upon firms' strategic behavior within those markets. Although IO today is a rigorous discipline using com-
plex mathematical models, game theory, and econometric analysis, Richard Posner has aptly described IO in the 1950s and early 1960s as

“tend[ing] to be untheoretical, descriptive, ‘institutional,’ and even metaphorical. Casual observation of business behavior, colorful characterizations (such as the term “barrier to entry”), eclectic forays into sociology and psychology, descriptive statistics, and verification by plausibility took the place of the careful definitions and parsimonious logical structure of economic theory.”

In the 1940s and 1950s, however, economists such as Aaron Director and George Stigler had begun to apply the rigorous fundamentals of neoclassical economics, or “price theory,” to the study of industrial organization. These are the simple propositions “that demand curves slope downward, that an increase in the price of a product will reduce the demand for its complement, that resources gravitate to the areas where they will earn the highest return, etc.”

Although the teachings of price theory naturally appeared first in the economics journals, they began to show up in law reviews in the mid-1950s, as antitrust scholars comfortable with economic analysis and economists willing to conform to the conventions of legal scholarship—often in collaboration—began to retail technical economics to a legal audience. Significantly, the interdisciplinary and (unlike law reviews) peer-reviewed *Journal of Law and Economics* debuted in 1958. The move from economics journals and textbooks to interdisciplinary journals, law reviews, and eventually casebooks was significant because most policymakers in government had a legal background and were not well-versed in the economic way of thinking, let alone able to read technical economic literature.

The influence of economic reasoning upon antitrust analysis, practice, and jurisprudence continued to grow throughout the following decades. In 1965 Donald Turner, an antitrust law scholar with a Ph.D. in economics, became the head of the Antitrust Division of the Department of Justice. In the 1970s Richard Posner and Robert Bork each applied neoclassical economics to antitrust as a whole. Rather than using economic analysis to address a specific problem or analyze a particular case, they viewed the whole field, as Posner later said, “through the lens of price theory.” In 1981 James Miller, Ph.D., an economist without legal training, became Chairman of the Federal Trade Commission and William Baxter, a professor of antitrust law who had unqualifiedly embraced economic analysis, was put in charge of the Antitrust Division. In 1985 his successor (one of the present authors) elevated the position of Chief
Economist to that of a Deputy Assistant Attorney General, thereby giving the economists in the Division standing equal to the lawyers.

The changes that had originated in the academy and then affected the enforcement agencies eventually transformed the antitrust jurisprudence of the United States Supreme Court, which by the mid-1970s had recognized the importance of sound economic analysis in antitrust law. First, the range of conduct deemed unlawful per se narrowed markedly as economic analysis displaced free-ranging considerations of political economy in giving meaning to the Sherman Act. Indeed, the Supreme Court’s antitrust opinions have increasingly relied expressly upon the work of leading academic economists and their co-authors and colleagues in the law schools. As a result of this convergence upon IO to inform the law, the degree of agreement among the Justices in antitrust cases has increased markedly; indeed, most antitrust decisions are now decided by a super majority of six or more. Economic analysis is also responsible for the prominence of simply-stated legal norms in antitrust decisions.

The Court’s reliance upon price theory reflects the near-consensus among academics on the proper approach to antitrust analysis. There is now broad and non-partisan agreement in academia, the bar, and the courts regarding the importance of price theory in antitrust decision-making. And that has transformed the dialogue in the courts. Today, it is common to see briefs on both sides of a case making arguments based upon sophisticated economic literature.

Even if economic analysis does not indicate a uniquely correct result in every case, it significantly constrains the decision-making of the courts by narrowing the range of plausible outcomes. As a result, neoclassical economic analysis has promoted predictability and consistency in antitrust jurisprudence.

### III. Behavioral Economics and the Legal Academy

The migration of behavioral economics from economics departments to law schools is, of course, a movement in the same direction as the earlier infiltration of the legal academy by price theory. There are some important differences, however, in the implications of the two phenomena.

#### A. BRIEF HISTORY OF BEHAVIORAL ECONOMICS

Neoclassical economics assumes that man, *homo economicus* if you will, has consistent preferences—if he prefers apples to oranges and oranges to nuts, then he prefers apples to nuts—and makes choices that maximize his utility at all times.
Cognitive psychologists began to question this assumption and in the 1950s the polymathic Herbert Simon made prominent the idea that individuals have only limited or “bounded” rationality and therefore sometimes make choices that satisfy their preferences but do not maximize their utility. This idea flows from the observation that humans do not possess the cognitive capacity required to process all the information necessary to maximize utility at all times; instead, they use heuristics or “shortcuts” to make decisions that sometimes fail to jibe with the predictions of neoclassical economics.

In the 1970s psychologists Daniel Kahneman and Amos Tversky developed an alternative to the rational choice model of neoclassical economics, which they called “prospect theory.” They first suggested that, when making a financial decision, individuals assign greater weight to a loss than to a gain of the same amount. Building upon and adding to bounded rationality and prospect theory, behavioral economists and psychologists identified several heuristics or behavioral anomalies which, in their view, demonstrated the rational choice model was flawed because individuals depart from it in systematic, predictable ways. One example is the “availability heuristic,” meaning people estimate “the frequency of some event . . . by judging how easy it is to recall other instances of this type (how ‘available’ such instances are).” Another is the “endowment effect,” which holds there is a gap between the price at which an individual will sell an item he owns and the lesser amount he would be willing to pay to purchase precisely the same item. In other words, an individual values a good more highly if he owns (i.e., is “endowed” with) it.

B. FROM BE TO BLE

Fifty years after the pioneering work of Herbert Simon and 20 years after Kahneman and Tversky first developed prospect theory, behavioral economics began to make serious inroads into the scholarship published in law journals — and thus to create the field now denominated “behavioral law and economics (‘BLE’).” Milestones of BLE include: Christine Jolls, Cass Sunstein, & Richard Thaler’s A Behavioral Approach to Law and Economics, published in the 1998 Stanford Law Review, which outlines and advocates using behavioral economics to analyze and reform law; Sunstein’s 2000 anthology, Behavioral Law and Economics, a collection of scholarship largely co-authored by behavioral economists and legal academics; and Sunstein and Thaler’s 2008 book Nudge, which attempts to make behavioral economic analysis of law accessible to the public at large.

A Westlaw search for the term “behavioral economics (‘BE’)” in American law journals reveals some interesting trends.
First, there is almost no mention of BE in law reviews until the latter half of the 1980s. Second, almost no scholarship in law reviews focused upon BE—as evidenced by the absence of that term from the titles of articles—until the latter half of the 1990s. Third, and most telling for the future, there has been a significant increase in the amount of BLE scholarship in the past decade.

How does the ascent of behavioral economics in the legal academy compare with that of price theory in antitrust scholarship some decades earlier? On the one hand, one might be inclined to see the late 1990s, when BE first became a subject treated in law reviews, as analogous to the late 1950s when neoclassical economic analyses of antitrust first appeared in law reviews. But the type of scholarship produced by the two schools of thought in those nascent periods is markedly different. The antitrust pieces were the first attempts to retail economic analyses of business practices to an audience of lawyers. Director & Levi focused upon a narrow question: How should one understand the competitive effects of particular business practices? By contrast, the seminal piece by Jolls, Sunstein, & Thaler takes a much broader view. Rather than identify one case or even one area of the law that would benefit from a behavioral approach, they “propos[ed] a systematic framework for a behavioral approach to economic analysis of law, and us[ed] behavioral insights to develop specific models and approaches addressing topics of abiding interest in law and economics.”

The ambitiousness of their work makes it more analogous to the treatises of the late 1970s, in which Bork and Posner sought to analyze the whole of antitrust law through the lens of price theory, but there is a major difference as well. When Jolls, Sunstein, & Thaler, published in 1998, BE was already influential and becoming more so in economics, but BLE had hardly begun its upward trajectory; indeed there had been only a half-decade at most of serious scholarship exploring its implications in the law journals. Bork and Posner, on the other hand, were build-

<table>
<thead>
<tr>
<th>Years</th>
<th>Number of BE appearances in text</th>
<th>Number of BE appearances in titles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980-84</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1985-89</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>1990-94</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>1995-99</td>
<td>103</td>
<td>9</td>
</tr>
<tr>
<td>2000-04</td>
<td>548</td>
<td>27</td>
</tr>
<tr>
<td>2005-09</td>
<td>917</td>
<td>26</td>
</tr>
</tbody>
</table>

How does the ascent of behavioral economics in the legal academy compare with that of price theory in antitrust scholarship some decades earlier?
ing upon two decades of work in price theory scholarship as applied specifically to antitrust issues and vetted in the law journals—scholarship that itself built upon a century of progress in economics. Their project was to synthesize and extend, not to establish, an intellectual movement.

IV. Behavioral Economics and the Courts

Behavioral economics has since infiltrated deeply into the legal academy and, with Cass Sunstein now heading the office that reviews proposed regulations for consistency with the policies of the president, BE is poised to make inroads within the executive branch of government. If, however, BE is to affect an area of law—whether antitrust, consumer protection, or any other—then legislatures and courts must take notice. So far they have not.

The Supreme Court has cited a BLE article only once. In considering whether an award of punitive damages was excessive, the Court cited an article by Cass Sunstein, David Schkade, & Daniel Kahneman for the modest proposition that “juries do not normally engage in . . . a finely tuned exercise of deterrence calibration when awarding punitive damages.”

BLE has played no more prominent a role in the lower federal courts. Indeed, the term “behavioral economics” appears in only three reported cases. Honorable v. Easy Life involved a claim of racial discrimination in the sale of residential real estate. The plaintiffs alleged the defendant real estate company exploited unsophisticated buyers. The court cited several BLE articles, and stated:

“[T]he economic theories that imply that market prices are efficient, thus beneficial for consumers, presuppose that consumers are informed, markets are competitive, and the costs of making transactions are not excessively burdensome…. But these assumptions must be relaxed, and perhaps, ultimately replaced, if economic theory is to have any application to what happens in actual markets.”

A search of federal court decisions for citations to BLE literature, i.e., without regard to whether the term “behavioral economics” appears, does not change the outcome. We could find only 13 other cases that cite any of this literature and
most of those cases either concern the issue whether a jury’s award of punitive damages is excessive or cite a BLE work only in passing.32

V. What Conclusions Can We Draw?
If BE is going to affect judicial decision making to a degree at all similar to the effect that price theory has had upon antitrust law, then we should see a significant increase in courts’ reliance upon BLE scholarship in another 10 to 15 years. Why then? Because, as Herbert Hovenkamp has pointed out:

“Elite American judges generally absorb the thinking of elite American intellectuals. Classical constitutional doctrine followed after the political economy that prevailed in America’s best universities… This was the political economy taught in American universities in the 1870s and 1880s…. Like judges of every era, [American judges] drew their wisdom — particularly the wisdom they applied to public law — from outside…. When the dominant American economic ideology changed—not until the first three decades of the twentieth century—the legal ideology followed close behind.”33

A similar lag occurred between the emergence of price theory in IO and its influence upon antitrust jurisprudence. To the extent BE is now infiltrating if not permeating undergraduate economics courses and becoming a more prevalent mode of analysis in American law schools, we may in due course see judges sympathetic to behavioral ideas they first encountered at a younger age.

There are several reasons to think we will not see courts relying upon BE scholarship in antitrust cases, however. First, from a judicial perspective, BE is almost the opposite of price theory, which narrows significantly the range of outcomes a court may reach in an antitrust case; that price theory ideally generates determinate results is its great virtue as an aspect of jurisprudence. By interpreting the Sherman Act to promote consumer welfare qua allocative efficiency,34 first scholars and then the Supreme Court delegitimated and excluded from consideration the myriad factors that had influenced judges in the past, including such whimsical goals as preserving small, locally owned businesses35 or avoiding aggressive price cutting that could drive out less efficient rivals.36
BE may provide some guidance in the odd case, but the central theme of the discipline—that in certain circumstances humans are not rational utility maximizers and their departure from the rational choice paradigm is systematic and predictable—rather than foreclosing possibilities, opens them up and thereby increases the degrees of freedom with which a court may pursue personal, idiosyncratic goals. BE does not—at least not yet—provide or even promise to provide a general standard by which to decide any particular type of case. Perhaps this is why BLE scholars were so quick to promote a “systematic framework for a behavioral approach to economic analysis of law” rather than apply BE to the narrow legal questions that are actually decided by courts. The greater degrees of freedom a court would have if it departed from the rational choice model might well appeal to a lower court judge but would be anathema to the Supreme Court, which has labored for more than 30 years to reign in and rationalize antitrust law.

Second, courts are unlikely to embrace BLE on their own initiative. Indeed it is difficult to imagine ways in which behavioral economics can be made useful to a particular legal issue that must be decided by a court in the first instance. In reviewing the decision of an administrative agency, on the other hand, an adversely affected firm might argue it was arbitrary and capricious for the agency not to have taken into account the relevant BE literature. This might arise in a case objecting to the decision of a risk-regulating agency, such as the Food and Drug Administration or the Consumer Protection Safety Commission, either requiring or failing to require some disclosure about a product.

Alternatively, a private party or an agency charged with consumer protection, such as the Federal Trade Commission, might argue that a practice is deceptive because it exploits a widespread cognitive bias identified in the BE literature. One can certainly imagine the FTC using behavioral economics to give content to its authority to prohibit “unfair methods of competition.” But this is far different from a court using BE to interpret what is meant by that phrase, which seems unlikely again because BE could serve only to broaden, rather than to narrow the meaning of the term “unfair.”

Third, we are not likely to see an increase in judicial reliance upon BLE literature because courts are constitutionally averse to broad principles, whether drawn from neoclassical or from behavioral economics. BE, by suggesting individuals tend to deviate from the rational-choice-utility-maximization paradigm in certain respects, weighs in favor of general rules, e.g., that a certain type of conduct—say, advertising that something is “free”—is deceptive. Courts are more inclined to make circumscribed decisions that narrowly answer the question whether a particular practice is impermissible in a specific context and avoid speaking more broadly than is necessary to decide the case before them.
For example, in a recent article on “behavioral antitrust,” Avishalom Tor & William Rinner have argued “a behavioral analysis suggests that real-world, boundedly rational manufacturers are prone to overuse” resale price maintenance as a competitive strategy.\(^4\) Even if true, this point is of limited utility to a court in an RPM case, where the issue is whether a particular instance of resale price maintenance is anticompetitive; that is an empirical question the answer to which does not depend upon the state of mind of the manufacturer. Tor & Rinner’s point is of greater relevance to a legislature considering whether to make resale price maintenance illegal \textit{per se} or to an antitrust enforcement agency deciding whether to devote resources to RPM cases.

Finally, and perhaps most important, BE is still in a nascent form. Although modern price theory was refined greatly in the mid-20th century, its seeds were sewn much earlier.\(^4\) The first instance of recognizable BE dates back just 50 years and economists still debate whether certain cognitive biases, which are now commonly assumed, can be replicated in laboratory experiments.\(^5\) Even when natural experiments have been observed, there is evidence the behavioral approach fails to predict consumer choice better than does the rational choice model.\(^6\) Although legal scholars are quick to devise policy prescriptions upon the basis of some admittedly interesting conclusions that can be drawn from the work of behavioral economists, courts and even regulatory agencies are not likely to shape the law accordingly until there is greater agreement among economists doing behavioral work about whether particular findings are verifiable, replicable, and empirically supported.

This is not to say BE is doomed forever to be irrelevant to the law and to legal policy. The problems we have identified serve only to show the BLE literature— in its present state—is of little if any utility to a court. We think it highly unlikely, even in the long run, that courts will view any particular area of law—consumer protection and antitrust law included—let alone the law more generally, through the lens of BE. The executive and the legislature are better suited and more likely than the judiciary to incorporate the teachings of BE—if they are persuasive—into policy prescriptions.  

\(^1\) For clarity, we shall refer to legal scholarship influenced by neoclassical economics or “price theory” as “traditional law and economics.”


*Id.*, at 928.


Turner himself was a member of the “Harvard School” of antitrust analysis, which was based upon a different strand of industrial organization and entailed a somewhat more interventionist approach. See William E. Kovacic, *The Intellectual DNA of Modern U.S. Competition Law For Dominant Firm Conduct: The Chicago/Harvard Double Helix*, 2007 Col. Bus. L. Rev. 1, 30-31. Because he adhered to the “structure-conduct-performance” paradigm—which holds that the competitive performance of a particular industry or market is determined largely by the number and relative size of the incumbent firms—as reflected in the 1968 Merger Guidelines, Turner’s appointment did not represent the triumph of price theory in antitrust policy. Still, Turner’s appointment demonstrates the then-growing importance to antitrust analysis of being able to speak the language of economics.


Over the last 20 years more than 75 percent of the Court’s antitrust opinions cite antitrust scholarship applying price theory. Brannon & Ginsburg, *supra* note 4.

See, e.g., NCAA v. Bd. of Regents, 468 U.S. 85, 107 (1984) (“Congress designed the Sherman Act as a consumer welfare prescription. A restraint that has the effect of reducing the importance of consumer preference in setting price and output is not consistent with this fundamental goal of antitrust law” (internal citations omitted)).

See Gary S. Becker, *The Economic Approach to Human Behavior* 14 (1976) (“[A]ll human behavior can be viewed as involving participants who maximize their utility from a stable set of preferences and accumulate an optimal amount of information and other inputs in a variety of markets”).


*Id.*, at 1484.

See sources in note 7, *supra*.

The John Bates Clark Medal, then awarded biannually to a leading American economist under the age of 40, was consecutively awarded to behavioral economists Andrei Shleifer and Matthew Rabin in 1999 and 2001.

The Office of Information and Regulatory Affairs is a component of the Office of Management and Budget in the Executive Office of the President.

This paper is limited in scope to the question whether courts have been influenced by BLE; whether a legislature has adopted the teachings of BLE is outside that scope.

In Exxon Shipping Co. v. Baker, 128 S.Ct. 2605 (2008), the Court cited several BLE articles concerning jury awards of punitive damages but “[b]ecause the research was funded in part by Exxon,” the Court explicitly “decline[ed] to rely on it.” Id. at 2626 n.17.


For the sake of brevity, we have limited our discussion to the federal courts. We have no reason to believe state courts have been more receptive to BLE.


Id. at 888.

Id. at 892.

Id. at 888.

It is possible, though we think it unlikely, that a case recently argued before the United States Supreme Court could yield an opinion that relies upon certain BLE literature. In Jones v. Harris Associates, 527 F.3d 626 (7th Cir. 2008) reh'g denied 537 F.3d 728, cert. granted, 129 S.Ct. 1579 (2009), economists Robert Litan, Joseph Mason, & Ian Ayers have filed an amicus brief arguing behavioral economics is relevant to a dispute over whether a family of mutual funds overpaid its investment advisor:

Recent discoveries in the behavioral finance literature reveal that the vast majority of investors cannot accurately assess the quality of the mutual funds in which they invest — that is, they do not behave rationally as predicted by economic models. Problems such as 'misperceptions of chance,' 'sample-size neglect,' 'loss aversion,' and 'mental accounting' render the assessment of mutual fund performance extremely difficult for investors. Accordingly, the proposition that mutual fund investors will simply 'fire' their advisers by 'redeeming their shares and investing their assets elsewhere' ignores these natural impediments to competition.

See also Adam Liptak, Supreme Court to Hear Case on Executive Pay, NY Times, Aug. 18, 2009, A10.


See Reiter v. Sonotone Corp., 442 U.S. 330, 343 (1979) (noting that legislative history “suggest[s] that Congress designed the Sherman Act as a 'consumer welfare prescription'”) (quoting Bork, supra note 3, at 66); Nat’l Collegiate Athletic Ass’n v. Bd. of Regents, 468 U.S. 85, 107 (1984) (“Congress designed the Sherman Act as a consumer welfare prescription. A restraint that has the effect of reducing the importance of consumer preference in setting price and output is not consistent with this fundamental goal of antitrust law.”) (citation omitted); see also GTE Sylvania Inc. v. Continental T.V. Inc., 537 F.2d 980, 1003 (9th Cir. 1976) (en banc), aff’d 433 U.S. 36 (1977) (“Since the legislative intent underlying the Sherman Act had as its goal the promotion of consumer welfare, we decline blindly to
condemn a business practice as illegal per se because it imposes a partial, though perhaps reason-
able, limitation on intrabrand competition, when there is a significant possibility that its overall effect
is to promote competition between brands.”) (citing Bork, supra note 3, at 11).

35 See U.S. v. Trans-Missouri Freight Ass’n., 166 U.S. 290, 323 (1897) (trade may be “badly and unfortu-
nately restrained by driving out of business the small dealers and worthy men”).

36 See Utah Pie v. Continental Baking Co., 386 U.S. 685, 690 (1967) (“There was ample evidence to show
that each of the respondents contributed to what proved to be a deteriorating price structure over the
period covered by this suit, and each of the respondents in the course of the ongoing price competi-
tion sold frozen pies in the Salt Lake market at prices lower than it sold pies of like grade and quality
in other markets considerably closer to its plants”).

37 Indeed in Jones v. Harris, supra note 32, behavioral economics seems to raise more questions than it
answers: What behavioral anomalies might be present? Is there empirical proof they are present?
How would the presence of such anomalies in a certain percentage of market actors affect the market
overall? Even if a model predicated upon behavioral insights might more accurately describe the
behavior of market actors — and it surely might — it is difficult to imagine the Supreme Court
adopting behavioral insights without reason to believe these questions can be answered reliably in
the crucible of litigation.

38 Jolls, Sunstein, & Thaler, supra note 16, at 1473-74.

39 This is similar to the argument made by the economists in Jones v. Harris that the Court should not
rely upon market forces in a particular context because consumers’ cognitive biases prevent the mar-
ket from functioning properly.


41 Cf. Robert A. Lande, Revitalizing Section 5 of the FTC Act Using “Consumer Choice” Analysis,
ANTITRUST SOURCE, Feb. 2009, available at http://www.abanet.org/antitrust/at-source/09/02/Feb09-
Lande2-26f.pdf (suggesting § 5 must be interpreted “in a manner that is definite, predictable, princi-
pled, and clearly bounded” if its application is to survive judicial review); see also Michelle M. Burtis,
theory-based economic models have not been prominently featured in antitrust litigation in part
deciding those models “suffer from a ‘multiplicity of equilibria’”); Dennis W. Carlton, The Relevance for
Antitrust Policy of Theoretical and Empirical Advances in Industrial Organization, 12 GEO. MASON L.
REV. 47, 50 (2003) (“[A]lthough there are some examples where game theory can improve our under-
standing of some antitrust issues (e.g., “agreement” in Section I cases), in general, game theory alone
is unlikely to produce insights that are sufficiently robust to provide a clear guide to the implementa-
tion of antitrust policy”).

(“[L]aw and economics will not influence the judgments of courts if it consists of an abstruse method-
ology. You are not going to get very far in presenting a system or a methodology for all seasons”).

43 Tor & Rinner, Behavioral Antitrust: A New Approach to the Rule of Reason After Leegin, University of
Haifa Faculty of Law Legal Studies Research Paper Series (December 1, 2009) available at

44 See, e.g., ALFRED MARSHALL, PRINCIPLES OF ECONOMICS (1890); ANTOINE A. COURNOT, RESEARCH INTO THE
MATHEMATICAL PRINCIPLES OF THE THEORY OF WEALTH (1838).

45 See, e.g., Charles R. Plott & Kathryn Zeiler, Exchange Asymmetries Incorrectly Interpreted as Evidence
of Endowment Effect Theory and Prospect Theory?, 97 AM. ECON. REV. 1449 (2007); Plott & Zeiler, The
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To date, the literature on the role of behavioral economics in the context of competition policy has largely focused on the development of the theory and practice of behavioral economics in the analysis of competition cases. It is also useful, however, to consider how arguments about behavioral economics are likely to be received in a judicial setting.

It will take longer for academic writings on behavioral economics to filter through into the arguments before and judgments of the Tribunal or the High Court than it does in the U.S. courts—indeed that might never happen. But, in fact, what courts have been doing all along may be closer to behavioral economics than to more conventional economic theories of rational behavior.
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I. Introduction

To date, the literature on the role of behavioral economics in the context of competition policy has largely focused on the development of the theory and practice of behavioral economics in the analysis of competition cases. It is also useful, however, to consider how arguments about behavioral economics are likely to be received in a judicial setting.

An important point to bear in mind concerning economics and litigation is that private law litigation in the United Kingdom and elsewhere in the European Union arises in the context of claims brought by businesses rather than by individual consumers. A business affected by anticompetitive conduct is more likely to suffer loss and damage on a scale which is sufficient to make it worthwhile litigating. The two most commons kinds of claim are where a business seeks damages from cartel members for losses arising from the cartel or (most frequently) by competitors alleging that the behavior of an allegedly dominant firm is foreclosing the market and restricting market entry and expansion. Thus the most likely scenario to come before a court is not a consumer or group of consumers saying “This is what we did, this is how we behaved” but rather a business saying, “This is how my customers behave” or “This is how my competitors’ customers would behave if their behavior were not being distorted by the allegedly unlawful conduct of the other party to the action—i.e. they would in fact now be my customers, not his.”

The question how customers do behave within existing market conditions or would behave if those conditions were different can arise in a number of situations, such as defining the relevant market or considering the extent of foreclosure of the market caused by tying or loyalty rebates. These issues may arise in recently liberalized markets so that the defendant is a monopolist or quasi-monopolist in a market where there is no history of competitive conditions to provide evidence of actual consumer conduct under such conditions. The court is therefore being invited to engage in some crystal ball gazing when hypothesizing what customers would do if the market were competitive.

A second key point is that the citation of academic articles is much less prevalent in the English courts across the whole range of topics than it is in the United States. Until relatively recently, when an advocate cited an academic article in support of his or her submissions, it was a sign of a certain level of desperation—indicating there must be no “real” authorities in the form of case law from either domestic or Commonwealth courts to rely on. Things have moved on since then—particularly in the Supreme Court where citation of both text books and...
articles is now commonplace. For example, at a recent meeting of the Competition Law Association in London, there was a panel discussion of the Norris decision in the House of Lords concerning whether cartel activity could constitute the common law offence of conspiracy to defraud. There was discussion about the use made by their Lordships of an article that a panel member had co-authored. Another recent example in the Court of Appeal is the decision about whether bank charges are subject to the test of fairness. In Abbey National v Office of Fair Trading the Court referred to a leading textbook on contract law and to an article written by a Professor of Law at Swansea University. The Supreme Court recently overturned that decision, and referred to an article written in 1994 by Professor Hugh Collins, Good Faith in European Contract Law.

If reference to legal academic writings is fairly rare then reference to academic writings in other disciplines such as economics is even rarer. In the Competition Appeal Tribunal where I sit, it is very common to hear evidence from expert economists and for these witnesses to be cross-examined extensively. But although such experts may include references to papers and articles in footnotes in their witness statements, these are rarely the focus of their evidence and are not usually picked up by either the advocates or the Tribunal. One exception to this was in the GISC case concerning whether Article 81 applied to the rules promulgated by the General Insurance Standards Council. The Director General of Fair Trading had found they were not covered by the prohibition. The CAT quashed this decision. Before the hearing of the action, the Tribunal alerted the parties to an article written in 1990 by John Kay and John Vickers called Regulatory Reform: an Appraisal—an article of interest not just because of its intrinsic merit but because John Vickers was at the time of the appeal the Director General of Fair Trading and the article appeared to advance an argument contrary to the DGFT’s case in the GISC appeal.

There have been a couple of instances where more complex economics has arisen in cases involving utilities regulation, for example in Albion where the Tribunal was concerned with the correct approach to access pricing or in Mobile Call Termination Charges as regards the merits of asymmetric price regulation in sectors characterized by a large incumbent provider and a smaller new entrant. But for more basic questions about relevant market definition or the likely effect of alleged anticompetitive conduct on customers, competitors, and consumers, the courts have tended to rely on legal authorities and on expert oral and written economic evidence.

That leads to the third key point that judges, even if they sit on a specialist tribunal like the Competition Appeal Tribunal, are lawyers first and economists second. They are unlikely to have formal training in economics. This has upsides...
and downsides. The downside is that they are unlikely to be up to speed in the latest thinking in economic journals. What is second nature to economists will not be so to judges. The upside is that judges are likely to be receptive to anything that accords with a common sense approach to issues and which chimes with how they/we in our rather untutored way are likely to think that people behave. So if a party is seeking to establish that people (e.g. consumers) are likely to react in a particular way to the conduct under discussion, the judge is more likely to accept this if he/she thinks “that is how I would probably react.” This leads to the conclusion that if behavioral economics is a way of bringing economic theory more in line with a realistic idea of what people actually do then it is likely to be an attractive line of argument. Judges do tend to consider that they are good assessors of human nature.

II. Some Examples

It might assist to consider two examples from legal practice where the theory of behavioral economics was definitely not at the forefront of everyone’s mind but where some kind of academic framework would have been useful as a context in which to discuss the issues. Perhaps without knowing it, the counsel and judiciary were applying behavioral economics!

A. TEE SHIRTS WITH LOGOS OF HEAVY METAL ROCK BANDS

A straightforward claim for the price of goods sold and delivered was brought by a company that produced “heavy metal tee shirts.” The plaintiff wholesaler company had the exclusive right granted by the rock band’s promoter to use images connected with a particular rock band—or with a particular global tour of that band—for the purpose of creating merchandise in the form of tee shirts. The tee shirts sold were ordinary black tee shirts but with the name and logo or other design of the heavy metal rock band printed on them. The shirts were mainly sold to small-scale retailers who often sold them from stalls set up at the rock concert venue.

A batch of several dozen shirts was sold to a stallholder who failed to pay for them. In defense to a straightforward claim for the price, the retailer pleaded alleged breaches of Articles 81 and 82 EC [now Articles 101 and 102 TFEU] and counterclaimed for damages. In an application for summary judgment, the issue arose as to what was the relevant market within which these tee shirts competed. If the relevant market was “all tee shirts” then clearly the seller had a negligible market share and the allegations of dominance were doomed to failure. If the market was the market for tee shirts bearing the logo of this particular heavy metal band, the wholesaler as the exclusive licensee would have 100 percent of the market over the relevant period. There were a number of other markets posited: the market was a...
market for heavy metal band tee shirts—or for tee shirts with any kind of music band logo or sign on them.

At the hearing, the plaintiff seller relied on the well known United Brands formula. In United Brands the Court of Justice had identified a group of people who were unable to eat other fruit and could only eat bananas. It is not enough to identify a group of people who like the taste of bananas but do not like the taste of other kinds of fruit—there needs to be something more substantial separating the group of banana-only eaters from the rest of the population in order to find that bananas occupy their own market. In the case of the tee shirts, there is no one who is capable of wearing a heavy metal rock band tee shirt but is physically unable to wear an ordinary black tee shirt or a tee shirt with any other kind of decoration. There was nothing therefore to separate out a group of heavy-metal-band-only tee shirt wearers from the general population and hence no separate market for these tee shirts.

The flaw in this argument was that the heavy metal tee shirt retailed at the concert venue for about £18 and a plain black tee shirt retailed in shops generally at £3. Applying a normal price elasticity test indicated therefore that these tee shirts did occupy separate relevant markets because they appeared to be attractive to people at a greatly inflated price even though they were largely indistinguishable from the ordinary shirt. To recast this in terms of behavioral economics—it may be that consumers were acting totally irrationally in paying £18 for a £3 tee shirt simply because of the logo on it. But the fact is that a significant number of them were prepared to pay this inflated price—and a large industry in merchandising rights had grown up as a result. This begs the further question—was it fair to describe the purchasers as acting “irrationally” or were they rather making their purchasing decision on the basis of criteria that were not so easy to assess in quantitative terms. Needless to say, summary judgment was refused and the case settled before coming to trial.

B. MATERNITY SAMPLE BAGS

The second case concerned the exclusive arrangements entered into by a company that creates bags containing free samples that are distributed by maternity ward staff to women who have just given birth in hospital. The bag compiler entered into exclusive arrangements with the maker of only one of the range of brands of each of the products to include in the bag—one brand of nappies, one brand of cotton wool buds, one brand of baby wipes, etc. The companies competing in the market of each of these products fought to have their product included in the bag. Why? It was perceived that there was a kind of “first mover”
advantage—if the mother got used to using one brand of the particular product she would stick with that—particularly if it had a tacit endorsement of the hospital by being included in the bag given on the ward.

A manufacturer whose product was not chosen for inclusion in the bag sought an injunction against the bag compiler to prevent it from distributing the bags. It was alleged that the exclusive arrangements with the competitor were contrary to Articles 101 and 102 TFEU. One issue in the case was whether the bag compiler was dominant in “the market of providing promotion through inclusion of [the product] in the hospital gift bags” or whether the gift bag was just one of a wide range of promotions that could be used by the manufacturers. This, in turn, depended on whether it was really true that women tended to stick thereafter with the product that they got in the bag. The bag compiler argued that there was no reason to suppose that this was the case. Women make hundreds of repeat purchases of these items during the early years of their child’s life. Was it really plausible to suppose that they would ignore all differences in price and other advertising during those years to stick with the brand they had been given in the bag? Further, there was evidence that the hospital instructed expectant mothers to bring their own supply of these items with them when they came to hospital so the women would have made their first purchases of these items before receiving the bag. Many mothers getting the bag were having their second or third child so may have been already fixed in their purchasing habits.

But the answer to all this was that the companies competing in this market were prepared to pay the bag compiler considerable sums of money for the privilege of being included in this bag. Either they were not acting rationally in considering that it was an important marketing tool or they knew from their own research that the mothers did not act rationally and were in fact unduly influenced by the presence of the particular brand in this bag of free goods. The case settled before the Court had to arrive at a solution. But behavioral economics might have provided a useful framework in which to have that discussion.

III. Conclusion

In conclusion, it is certainly the case that it will take longer for academic writings on behavioral economics to filter through into the arguments before and judgments of the Tribunal or the High Court than it does in the U.S. courts—indeed that might never happen. But in fact what courts have been doing all along may be closer to behavioral economics than to more conventional economic theories of rational behavior.
1 House of Lords ([2008] UKHL 16).
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I. Introduction & Summary

Over the last ten years behavioral economics has become one of the rare subjects in economics to move beyond academia and into wider society. Interest is now so widespread that the sight of behavioral economics books on the best seller list is no longer incongruous. But what exactly is behavioral economics and what is it likely to mean for competition policy?

In very general terms, behavioral economics is an area of economics that combines insights from psychology with traditional economic models to more accurately reflect decision-making by consumers and other economic agents.1

Traditional models of markets have assumed economic agents that can be classified as “Homo Economicus,” rather than Homo Sapiens. Homo Economicus has infinite capacity to take in and process information; is neutral to how things are presented; can anticipate and take the future into account; cares only about self-maximizing; and treats gains the same as losses.

Literature on behavioral economics, however, provides evidence of the various ways in which real economic actors differ from Homo Economicus. Homo Sapiens has limits to taking in information; is taken in by how things are presented; tends to be poor at anticipating the future; cares about other people and fairness; and cares more about losses than gains. In short, Homo Sapiens exhibits systematic biases in the way he views both the world and markets.2

These are known as “behavioral biases.” While there are a large number of behavioral biases, the main ones involve a lack of processing power,3 the importance of framing,4 the existence of time inconsistency,5 and aversion to losses.6

In fairness, economists never really asserted that market participants were as ultra-rational as Homo Economicus. Rather, the assumption was used as a helpful shortcut. It enabled the development of sophisticated economic models of markets, which in turn appeared to reflect reality fairly well. The argument was that market participants did not actually have to be ultra-rational in order for markets to work as if they were.

The recent growth in interest in behavioral economics has, however, forced economists to question this thesis. Specifically, are there ways in which behavioral biases might lead to systematic biases in the models of markets and competition on which we have been relying? Do they have implications for the effective analysis of, and intervention in, markets by competition authorities? Or is behavioral economics just the latest economics fad, which does not really change anything, and will soon be buried at the bottom of the economics toolbox?
This paper provides some thoughts on these issues. Like many economic answers to complicated questions, our conclusions are nuanced. While behavioral economics does raise questions regarding current thinking, and may alter how competition authorities carry out some of their analysis or design their interventions, behavioral economics does not represent the fundamental shift some might fear.

First, behavioral economics does not mean that all previous economic models are negated. Much of the existing literature continues to provide us with important and useful insights. Arguably, behavioral biases simply take a place alongside other well-known market failures, such as market power, asymmetric information, and externalities, the implications of which are now well understood and incorporated into economic thinking.

Second, behavioral economics does not change the view that competition policy is a crucial tool for making markets work well for consumers. It does, however, emphasize that competition policy is only one side of the story. To make markets work well we not only need competition policy, we also need engaged consumers, able to assess, access, and act on information. This highlights the crucial role that consumer policy, and other forms of demand-side intervention, plays in driving effective markets.

Third, behavioral economics does not alter the view that the market may find its own solutions to any problems. Reputation, learning effects, intermediaries, the media, and even firms themselves, can all help to solve market problems arising from consumer biases. Behavioral economics instead strengthens something we already knew: that we can not blindly assume the market will solve everything.

Finally, even to the extent that there are persistent problems in markets, behavioral economics also emphasizes the difficulties that competition (or consumer) authorities can face in trying to correct for such biases. For example, behavioral economics tells us that simply providing more information may not be a good solution when consumers have problems assessing such information. As such, it is far from clear that a greater emphasis on behavioral economics implies more intervention. It may well imply less.

The second section of this paper examines the implications of behavioral economics for our understanding of competition in markets, with a particular focus on the factors that drive, or inhibit, competition. It looks first at behavioral biases on the demand side, and how these can potentially soften competition, especially when we take account of firms’ incentives to exploit such demand-side biases.
The third section of the paper then looks at the implications of these consumer biases for antitrust enforcement, before considering the potential for behavioral biases on the supply side, and how these too could alter our thinking on antitrust questions. This section also examines briefly the role that consumer policy, and other demand-side interventions, can have in driving competition in markets, working alongside antitrust enforcement.

The fourth section of this paper examines the implications of behavioral economics for interventions in markets. It looks at the potential for the market to solve its own problems and at the unintended consequences of interventions. It concludes with some thoughts on the practical implications of behavioral economics for the empirical analysis involved in designing interventions.

II. Behavioral Economics and Competition in Markets

Markets work well when there are efficient interactions on both the demand (consumer) side and the supply (firm) side. On the demand side, confident consumers activate competition by making well-informed and well-reasoned decisions which reward those firms which best satisfy their needs. On the supply side, vigorous competition provides firms with incentives to deliver what consumers want as efficiently and innovatively as possible. When both sides function well, a virtuous circle is created between consumers and competition. This is illustrated in figure one below.

![Figure 1: Virtuous circle between consumers and competition](image)

Well-informed, confident, rational and effective consumers can play a key role in activating vigorous competition between firms.

Vigorous competition should provide firms with incentives to deliver what consumers want as efficiently and innovatively as possible.

While active and rational consumers and vigorous competition work together in tandem to deliver consumer benefits, the failure of either side of the circle can harm the effectiveness of markets. Competition policy has traditionally been...
focused on protecting the supply side—if competition between firms is diminished then consumers do not get what they want. However, the demand side is also crucial—if consumers are less engaged in the buying process, then firms may find it harder to win market share by providing what consumers most want. This will, in turn, reduce the incentive of firms to work towards that end, competition will be weakened, and less consumer benefit will be delivered by the market.

Behavioral biases clearly have a key role to play here. On the demand side, they can impact on the extent to which consumers play their active, effective, and rational part in this virtuous circle. On the supply side, they can impact on whether firms act on their apparent incentives in the profit-maximizing way that most economic models assume.

**A. BEHAVIORAL BIASES: THE FOURTH MARKET FAILURE?**

It is not newsworthy that there can be problems in markets. Economists have long been aware of three broad circumstances in which the market may fail, the implications of which are now well understood:

a) Market power: Gives firms a reduced incentive to compete for customers, and a greater incentive to exploit them (or, alternatively, to have an easy monopolist life).

b) Asymmetries in information between consumers and firms: Can hinder consumers’ ability to effectively drive competition or firms’ ability to target consumers effectively.

c) Externalities not captured within consumers’ preferences: Can mean that a market produces too much or too little of a good or service from a societal point of view.

Arguably, behavioral biases can be viewed simply as a fourth type of market failure, albeit one for which the economic literature is rather more nascent and the implications less well established.

**B. CONSUMER BIASES AND THE ROLE OF CONSUMERS IN DRIVING COMPETITION**

In order for consumers to drive competition in the way described above, they ideally need to:

a) access information about the various offers available in the market;

b) assess these offers in a well-reasoned way; and

c) act on this information and analysis by purchasing the good or service that offers the best value to the customer.
When any of these three elements of the consumer decision-making process breaks down, consumers’ ability to drive effective competition can be harmed.

The knowledge that consumers play a key role in driving competition is not new or indeed specific to behavioral economics. Moreover, the role that various consumer barriers can play in hindering the competitive process has been examined for several decades. For example, the key role of search costs in obstructing consumers’ ability to access information, and the impact this has on competition, was shown nearly forty years ago by Diamond in his famous paradox in which one finds many firms charging monopoly prices. Likewise the role of switching costs in creating a barrier for consumers to act, and the potential this has to soften competition, has been well studied by academics and understood by competition authorities.

Behavioral economics, however, provides several important insights that go beyond this existing literature. First, it highlights that consumers may find it hard to assess information and compare across products. This step in the consumer decision-making process had been largely overlooked in the standard literature. Second, it allows us to better understand the underlying causes of search costs (which affect access) and switching (which limits ability to act). This is important because understanding the underlying causes of these search and switching costs can be key in designing effective remedies to address them. Third, the prevalence of consumer biases may mean that existing problems within the consumer decision-making process are more entrenched than we had believed, and more prevalent.

The following examples illustrate how behavioral biases can affect each of the three steps in the consumer decision-making process.

a) Accessing information. Behavioral biases may exacerbate existing problems for consumers in accessing information. For example consumers tend to look at relative costs rather than absolute search costs. This means a consumer may be willing to travel an hour across town for a half price offer on a £20 pen, but would not travel an hour across town for £10 off of a £500 television even though the amount saved (£10) would be the same. This may imply that search costs are more prevalent on large ticket items than small ticket items. Consumers may also fail to anticipate add-ons and search only on headline price, or consumers may forget previous experiences.

b) Assessing offers. Behavioral biases may create or exacerbate consumers’ difficulties in assessing the best deal. For example, consumers’ ability to assess which product would suit them best may be impaired by incorrectly anticipating risk, underestimating or overestimating...
future use, or overweighting the present. Furthermore, when faced with more information than can be easily analyzed, they may only look at a sub-set of information and use rules of thumb to assess the information. Finally they may be distracted by the way in which information is framed and presented.

C. FIRMS’ REACTIONS TO CONSUMER BIASES

Such consumer biases are not simply relevant to understanding how consumers act in a market; they also have a bearing on firms’ behavior. Where such biases exist, firms can act to exacerbate and exploit them, at every stage in the decision-making process. Indeed, forthcoming OFT research illustrates the way in which a number of common practices by firms can have significant impacts on the extent of the biases exhibited by consumers.

This is not a new finding. Arguably, marketing experts have long known it. Moreover, the standard economic literature already indicates that firms may have an incentive to increase search or switching costs in order to increase the barriers. Introducing intuitions from behavioral economics, however, suggests that such behavior may be more prevalent and longer-lasting than initially thought:

a) Accessing information. Firms can make it more difficult for consumers to perform optimal search. For example, behavioral economics shows that consumers do not tend to look at pricing terms that are not provided upfront. Firms may exploit this by putting more of the price into add-on services; restructuring their tariffs, adding clauses within the terms and conditions; or making price searching harder (for example, by drip pricing—only revealing the true price after the customer has spent some time choosing).

b) Assessing offers. Firms can make it more difficult for consumers to assess the best deal. Because behavioral economics indicates that consumers have difficulties comparing across differently structured offers, firms may exploit this by obfuscating their prices or increasing choice
or complexity. They may also use price promotions and framing to distract and distort decision-making.\textsuperscript{20}

c) \textbf{Acting on information and analysis.} Firms can make it more difficult for consumers to act to get the best deals. Behavioral economics indicates that consumers may display more inertia than traditionally suggested, perhaps due to overconfidence in their capacity to improve things at a later time. Firms, knowing that consumers display this inertia, can increase switching costs (for example, making consumers use registered post to cancel). They can also use defaults and automatic enrollments, or use time limited offers to inhibit switching.

Of course, in many circumstances, firms’ ability to exploit such biases in this way will be limited, for example, by the potential for new firms to enter and provide products which make a virtue out of not exploiting biases.\textsuperscript{21} Such market solutions to problems arising from behavioral biases are discussed in the last section. However, some of the recent behavioral literature suggests that there may be equilibria in which all firms exploit consumer biases and none of them has a unilateral incentive to correct this situation.\textsuperscript{22}

The nature, prevalence, and self-awareness of consumer biases can also differ across markets, and this too can have an impact on how firms react. For example, in some markets there will be a proportion of consumers that know about their biases and correct for them (termed “sophisticated” in the literature) and a proportion who do not (termed “myopes”). In such markets, firms may have an incentive to exploit the myopes, but competition will force them to compete away some of the resulting rents on low upfront prices in order to entice them in the first place. This is competition from which the sophisticated gain. Effectively, the sophisticated get a better price than they would absent the exploitation of the myopes.

In such a situation, any firm that tried to stop exploiting the myopes would have to raise its initial price, which would, in turn, cause both types of customer to switch away. The myopes switch because they no longer see a cheap upfront price, and the sophisticated switch because they are no longer subsidized by myopes. The result is that under certain conditions no firm can profit from moving to a non-exploitative outcome unilaterally.

\textbf{D. THE IMPLICATIONS OF CONSUMER BIASES FOR COMPETITION}

So behavioral economics has established the existence of consumer biases, and added to our understanding of how these can be exacerbated by firms. What, though, are the implications of this for competition, and is there a difference between the short term or “static” and the longer term or “dynamic” effects?
As is clear from the virtuous circle discussed above, static competition will be affected by the failure of consumers to access, assess, and act on information. Passive consumers do not provide the same type of constraints on firms as active consumers do. In traditional economic terms, this reduction in price sensitivity is similar to a general reduction in both the product's absolute elasticity, and its substitutability (or cross-elasticity) with other products. Such reductions in substitutability can translate into a lessening of the intensity of competition—a softening of competition—and, as a result, higher prices for consumers. Again, while this potential for harm was discussed within the traditional switching and search costs literature, behavioral economics has brought insights as to its underlying causes, its prevalence, and its magnitude.

For example, in the context of add-on pricing or aftermarkets, the static harm from softening competition manifests itself in two ways. First, there is a direct loss in consumer welfare from overall higher prices—although some of this harm may be competed away in the primary market depending on the level of competition. This harm will tend to be greater when there are more myopic consumers who are unaware of their biases, and less competition. Second, there is a loss in allocative efficiency that exists even if there is perfect competition. This results from over-consumption of the subsidized primary product and under-consumption of the expensive add-on by the sophisticates.

Dynamic competition may also be affected by consumer biases within the market. One of the key benefits of competition is the role it has in ensuring that those firms that provide the best value continue in the market while those that provide poor value exit. Over time this evolutionary role of competition implies that the average efficiency of the market increases for all consumers. This role is diminished when consumers no longer reward those firms that provide them with what they really want but, instead, reward those that best play on their biases. For example, if consumers perform only limited search, then firms might compete on, and be rewarded for, being the first to attract consumers, rather than offering the best deal. This potentially implies overuse of resources on advertising or paying for the prominence of their product on an internet search site rather than providing a lower-priced or higher-quality product.

The other key dynamic role that competition plays is as an efficient framework to promote product and process innovation. In general, competition among innovators increases the intensity of innovation and development. When consumers have behavioral biases this may reduce the ability of firms with innovative products to win customers. This, in turn, may reduce firms' incentives to invest in the research or innovation needed to generate new products. Such reductions in the dynamic role of competition may be far greater than any static effects on competition given their long-term nature.
Finally, to the extent that these biases facilitate firms’ ability to foreclose markets—as will be discussed in the next section—behavioral biases may also retard competition and dynamic efficiency.

The types of static and dynamic concerns outlined above have played a role in several recent OFT market studies, including Sale and Rent Back and the Personal Current Accounts (“PCA”) market study. For example, within the PCA market study, a combination of consumer biases and firm behavior led the OFT to conclude that the market was not working efficiently.

“... A significant number of consumers do not know how much they will effectively pay in bank fees or how individual elements in the charging structure will be implemented, either before or after they are incurred [..] this means banks have less incentive to provide better offers on insufficient funds and interests. Without better offers from banks, however, consumers have little incentive to switch. [..] The OFT believes that the market may be stuck in an equilibrium that does not work well for many consumers.”

In summary, behavioral economics has provided practitioners with greater insights into how consumer biases may create new distortions or accentuate existing distortions in competition.

III. Behavioral Biases and Antitrust Enforcement

What, then, are the implications of behavioral biases for the realm of antitrust enforcement, which covers mergers, abuse of dominance, and anticompetitive agreements?

The first point to highlight is that standard antitrust policy is not necessarily well designed to address the demand-side effect of consumer biases described above—that of distorting or weakening the virtuous circle of competition. However, antitrust enforcement is just one tool in the toolbox available for solving market problems. Other tools include consumer policy, market studies, investigations (in the UK at least), and even the potential for authorities to advocate legislation in a particular market.

This choice requires consumer and competition policy to work closely together; picking the best tool to fix the problem and not simply thinking about which has traditionally been used. In this regards, the UK is in a relatively unique situation in having a third type of instrument that sits between pure antitrust instruments and consumer instruments—market studies and investigations. These
are designed to examine features of the market that distort competition, arguably precisely the type of concerns that consumer behavioral biases may create.

Nevertheless, even within standard antitrust enforcement, there are a number of ways in which behavioral biases can potentially have an impact. This is an underdeveloped area, and thinking is at an early stage, but in this section we put forward a few initial ideas that may merit further development.

A. THE IMPACT OF CONSUMER BIASES ON ANTITRUST ENFORCEMENT

Our focus initially is on the consumer biases discussed above. We examine how these could potentially play into bundling and tying cases, aftermarket cases, and collusion cases.

1. Consumer Biases and Bundling and Tying

Tying and bundling practices, carried out by a dominant firm, can be anticompetitive if they significantly raise the cost to competitors of competing, and thereby foreclose the market. A key piece of evidence in such a foreclosure story is whether tying creates a significant switching cost for customers in switching to rival products. Behavioral biases can clearly be relevant here. In general, one might assume that where customers face only nominal costs to switch products, then tying or bundling is unlikely to be able to foreclose. However, behavioral economics suggests that even small switching costs can have significant effects on consumer behavior in the presence of consumer inertia, endowment effects, and default bias.

This can, in turn, make foreclosure more likely to occur through tying and bundling.

Arguably, such a bias played a role in the Media Player element of the EU Microsoft case. Microsoft set its own product, Media Player, as the default program to play all media when consumers bought a PC. Setting this as a default when viewed through a rational lens may be unimportant since consumers were easily able to download other media players for free, and at only a minimal cost to them in terms of time. However, when viewed through a behavioral lens, it becomes clear that consumers are significantly less likely to switch from the preloaded Microsoft settings than might otherwise be expected. In this setting, a strategy to foreclose could move from being unlikely to being much more plausible.

It is worth adding, however, that behavioral biases can also help to provide an efficiency rationale for tying and bundling. If consumers find it difficult to make complex choices, they may value being provided with a fully bundled product...
where these choices are effectively made for them. Such efficiency rationales need to be weighed against any potential for anticompetitive effect.

2. Consumer Biases and Aftermarkets

Much of the past economic literature and commentary in aftermarkets has assumed that consumers are rational and that they can access, assess, and act on the necessary information. Under these assumptions, any attempt to monopolize the aftermarket will simply result in consumers acting to switch primary products; hence, such conduct is unprofitable. This is one of the main tenets underpinning the Chicago School’s view in this area—if monopolizing the aftermarket through refusal to supply is unprofitable, then firms must do it for efficiency reasons.

However, recent developments in the economic literature, including the behavioral literature, have questioned the Chicago critique in several different ways. First, the fact that firms can make greater profits from more confused consumers may provide firms with an incentive to exacerbate the impact of consumer biases. Second, the level of profits competed away in the secondary market depends on the degree of competition in the primary market, with only perfect competition leading to all the profits being competed away in the primary market. Finally, as discussed in the previous section, it cannot be assumed that firms have a unilateral incentive to educate consumers to their biases.

The central thrust of this literature is that, contrary to the Chicago critique, there may effectively be more than “one monopoly profit.” Hence, one cannot assume that a firm has no incentive to foreclose the aftermarket. The observation that the “one monopoly profit” theory only holds under certain assumptions is not new. There is, by now, a well-established “post-Chicago” literature examining circumstances in which the Chicago critique does not hold. Behavioral economics simply highlights that consumer rationality is another key assumption underlying this critique.

3. Consumer Biases and Collusion

Finally, the behavioral literature points to the possibility that firms can potentially increase their joint profits by agreeing to exploit consumer biases and thereby soften competition; for example, by restricting or obfuscating the information provided to customers. There would seem to be little reason why such an agreement should not be viewed as anticompetitive, even if there is no agreement relating specifically to prices or volumes.

A nice example of such a concern is the U.S. Federal Trade Commission’s (“FTC”) case on bulletproof vests. In this case, the association of bulletproof
B. SUPPLY-SIDE BIASES AND ANTITRUST

The focus of this paper has so far been on consumer (or demand-side) biases. Firms on the supply side have been assumed to act rationally, and in a profit-maximizing manner. But is this assumption always correct?

There are several reasons to expect that firms will, in fact, tend to be more rational than consumers when making decisions. First, firms can benefit from economies of scale in decision-making. Consider firms as purchasers. Whereas a consumer might buy a product just once, for a relatively small amount of money, firms’ purchasing decisions will tend to involve repeated spend of large amounts of money. As such, firms will have a stronger incentive to make the investment required to get this purchasing decision right.

Second, the market might be expected to discipline firms that make mistakes or depart significantly from profit-maximization behavior. Competition can drive poor performers (bad decision makers) out of the business and reward the better ones. In contrast, consumers who make mistakes will not (typically) be driven out of the market in quite the same way.

Third, firms will tend to hire in analytical expertise, and will have departments who specialize in making business decisions and are evaluated on their efficiency in doing so. Workers and managers that are inefficient, or do not learn from their mistakes, may be less likely to climb the promotion ladder to positions of control.

Nevertheless, despite these arguments, there is a growing empirical literature that provides evidence to support the notion of non-rational behavior by firms. Explanations relate in particular to the facts that: firms operate in complex environments and need to solve complex problems, and thus tend to resort to short-cuts and rules of thumb just as consumers do; they typically function on the basis of group decision-making, which can itself lead to biases; and the nature of recruitment, promotion, and entrepreneurialism implies that the people who run firms will often have specific characteristics such as over-confidence and willingness to take risks.

Because the literature is relatively nascent there are no strong conclusions to draw. Indeed, in a recent paper commissioned by the OFT and also published within this journal, Armstrong & Huck suggest that the implications of firms’
behavioral biases on competitive outcomes are ambiguous and depend on circumstances. In some situations, supply-side biases might help to promote competitive outcomes, while in others they might hinder.

1. Supply-Side Biases and Collusion

An example of these mixed findings can be seen in the impact of firms’ behavioral biases on the likelihood of collusion. Firms colluding to keep prices high typically face a short-term incentive to cheat on the agreement (since they will gain market share) but a long-term incentive to sustain a high price. When firms have behavioral biases, the ease of sustaining collusion could increase or decrease. For example:

a) **Collusion could be harder to sustain** if one assumes that firms have a desire to maximize relative profits (rather than absolute profits). Under this assumption the benefit to deviating from the collusive price increases, since firms will not only gain from the increased profit of cheating (lowering price to steal business from a rival) as they do in the rational models, but will also generate utility from reducing a rival’s profit (relative to their own).

b) **However, collusion could also be easier to sustain.** For example, there is evidence that personal friendship and trust can play an important role in sustaining collusion, with cartel members often investing a lot of time and effort in individual relationships.40

This latter point has several interesting implications. First, one may view private information exchanges more cautiously given that the communication often associated with such exchanges may facilitate the trust.41 Second, this need to create a relationship implies that although cartels may be more costly to set up and, hence, less common than might be thought, they may also be more stable to shocks due to the relationships and last longer.

2. Supply-Side Biases and Mergers

Even if firms were found not to act in a fully profit-maximizing manner, it is far from obvious that this would significantly affect much of merger analysis, since a merger might typically be expected to change the incentives of the merging parties in a similar way, irrespective of what those firms are maximizing.

However, there may still be some subtle implications of supply-side biases for mergers which merit further consideration. For example, there is some evidence in the behavioral literature that firms give greater weight to fixed- and sunk-costs in their pricing decisions than might be expected by standard economic theory.42 Could this have any...
implications for the treatment of fixed/sunk cost efficiencies arising from mergers? Such efficiencies are not typically accepted as relevant in merger cases, since they are not expected to feed through to consumers as lower prices. But does this reasoning hold true in a situation where there is reason to believe that firms use pricing rules that do reflect fixed- and sunk- costs?

3. Supply-Side Biases and Entry

Supply-side biases may also have implications for the way entry is assessed in antitrust cases. There is significant empirical evidence to show that firms are often overconfident when it comes to predicting their success on a market. A very large percentage of firms that enter into a new market fail within a short period of time. Does this mean that it is right to be more cautious than we would otherwise be when considering the possibility of entry as a countervailing force for the creation or abuse of market power?

In summary, the discussion in this section has provided some thoughts on how behavioral biases could potentially affect antitrust cases. It is intended to provide a flavor of early thinking on this issue, rather than a complete assessment or a statement of how competition authorities will be altering their analysis going forward. In the end, whether the existence of behavioral biases is likely to impact on any given antitrust case will need to be analyzed on a case-by-case basis.

IV. Implications for Interventions in Markets

Some elements of the preceding discussion might seem to point to behavioral biases creating more need for intervention in markets. However, this would be too strong a policy conclusion to draw. While behavioral biases can exacerbate problems in markets, it is important not to throw out all we have learned with regard to when one should intervene. In most circumstances, the pricing, marketing, and advertising practices of firms can still be viewed as benign with no need for action, even where they undoubtedly seek to exploit behavioral biases.

More generally, markets can be self-correcting and interventions can potentially do more harm than good. It will, therefore, typically be important to make a careful assessment of interventions before they are put in place.

A. PROBLEMS IN MARKETS CAN BE SELF-CORRECTING

It will be unnecessary to intervene, and could indeed have negative unintended consequences, where the problems in the market would otherwise be self-cor-
recting. This will be true, for example, where there are market solutions, where consumers may learn, or where firms can self-regulate.

1. Market Solutions

In many instances, the problems arising from behavioral biases will be solved by the actions of market participants themselves. For example, in response to consumer self-control problems in terms of attendance at the gym, we observe some gyms providing options for consumers to pay for blocks of visits.

This is part of a broader class of situations where firms may not have an incentive to exploit consumers’ biases. For example, in the models of add-on prices discussed in the previous section, the proportion of myopes in the population can play a key role in determining whether firms reveal their add-on prices or exploit these consumer biases by keeping these prices hidden. As the proportion of myopes declines, there are too few of them for the firms to base their price structure on; hence, firms choose to reveal the add-on price. An interesting implication from this result is that the market may require a catalyst in order to change from an equilibrium in which all firms want to exploit consumer biases to an equilibrium in which all firms want to help consumers by revealing their prices.

The media can play this catalyst role by making consumers aware of their biases, or at least aware of the tariff structures that exploit their biases. This may result in a virtuous circle in which the more consumers understand about the situation, the less firms try to exploit their biases. For example, in personal banking in the UK, the OFT recently lost an appeal relating to its proposed intervention on unauthorized overdraft fees. Nevertheless, the substantial publicity surrounding this case may well have been a factor in a variety of changes in the market. Some smaller banks are positioning themselves explicitly as offering a simple deal, while some larger ones are promoting new tariffs without overdraft charges or have restructured their tariffs to include daily charges rather than usage charges. While it is too early to tell whether these will be successful in driving better outcomes for consumers, these examples illustrate how information can work alongside competition to provide incentives for firms to overcome market failings.

Advisors and intermediaries can also play a catalyst role in improving consumer decision-making where there are consumer biases. Consumer organizations, such as Which? in the UK, advise consumers of potential pitfalls (i.e. hidden terms or prices) and make recommendations to help reduce complexity.
Arguably, the reach and effectiveness of intermediaries have been greatly extended with the advent of the internet and the ability to compare prices and terms across different sellers.

Of course, intermediaries do not necessarily provide a panacea. Indeed, there may be cases when incentives of the intermediaries are not always aligned with consumers. For example, when firms pay intermediaries for their advice to consumers then their impartiality may well be questioned. However, there are many cases where market solutions, of one sort or another, will work well. And where they do, this will typically be preferable to intervention, given that the market is typically better placed to devise solutions than a competition authority.

2. The Power of Learning

Even if firms have an incentive to mislead consumers this may not be possible (for long) if consumers learn from their mistakes. For example, a deodorant advert in which consumers are told the deodorant will make them irresistible to women is, no doubt, attempting to exploit a bias. Despite this, it is unlikely to raise significant consumer or competition concerns primarily because consumers can easily guess it is simply not true and even if they don’t, they will soon learn! A consumer who learns can switch supplier or purchase more intelligently. This will mean those firms who have a reputation for dealing fairly with consumers will thrive, while those that treat them poorly will gain a poor reputation and exit.

There are clearly limits to learning. In markets where consumers make frequent purchases (or can benefit from the learning of others via word of mouth) learning may be expected. By contrast, when purchases are infrequent or large value (for example, when entering into a sale and rent back arrangement), then learning may not provide the constraint required. Similarly, there will be circumstances where biases are hardwired (for example, limits to computation can not be overcome) or where consumers cannot learn from others (for example, word of mouth may be limited for products, such as sale and rent back, which consumers are embarrassed to admit they have bought).

However an interesting result of the behavioral literature is that it may not be essential for consumers to “correct” their behavioral biases. As long as consumers learn that they have the bias, then they will make allowances for this in their behavior. This will, in turn, limit the extent to which firms can exploit such biases. The implication is that educating consumers about their biases, even if this does not change them, may be sufficient to remove much of the associated consumer detriment.
Moreover, there are wider benefits of allowing consumers to make mistakes and learn from them. Such experiences will teach consumers market skills that are transferable across many of their day-to-day decisions in markets. This may, in turn, enhance consumers’ active involvement in markets.

3. Self-regulation

Finally, self-regulation can also play an important role in improving consumer decision-making or ensuring firms do not exploit consumer biases. Self-regulation occurs where firms opt to join schemes that require them to behave in particular ways. This can be helpful where firms do not have a unilateral incentive to improve market outcomes but might have a collective industry incentive to do so.48 For example, if reducing price complexity could increase industry-wide demand, by making consumers more confident to enter the market, then this may be something that could be achievable through self-regulation.

A more general example of a self-regulatory body is the UK Advertising Standards Authority ("ASA"). Part of the ASA’s responsibility is to adjudicate over claims of false, or misleading, advertising. In doing so it ensures that firms do not unduly attempt to play on consumer behavioral biases through such techniques.

B. INTERVENTION CAN POTENTIALLY DO MORE HARM THAN GOOD

Where markets would otherwise self-correct, intervention can clearly be unnecessary or even harmful. Moreover, even if markets cannot self-correct, care must be taken when intervening because it is not always clear that interventions will improve outcomes for consumers. This is nothing new, having been recognized by John Stuart Mill over 150 years ago:

“All errors which [man] is likely to commit against advice and warning, are far outweighed by the evil of allowing others to constrain him to what they deem his good.”49

This quote highlights two overarching issues that often overshadow intervention. First, on a principled level, we want solutions that solve the problem, but we do not want to remove consumer choice. This has been described as a “liberal paternalist approach.”50 Second, there is no guarantee that authorities will necessarily improve the market or not create unforeseen consequences else-
where. Asymmetries in information are inherent in intervention. Firms may have incentives to manipulate the information they provide to authorities in order to gain more favorable outcomes. More simply, it may be that authorities simply do not have the level of expertise required to make delicate interventions. In such situations an authority would be wise to be conscious of its own limitations.

Finally, it is worth noting that although this paper only discusses consumer and firm behavioral biases, this does not preclude the possibility of authorities having behavioral biases as well! This, and the previous two points, all caution us against being too paternalistic even when behavioral biases point to problems within the market.

In summary, we cannot assume that behavioral economics implies more intervention. Markets still can, and may, provide solutions to problems.

C. LESSONS FOR DESIGN OF REMEDIES

While behavioral economics may not necessitate more intervention, there will always be times—just as there has always been—when intervention is necessary.

Under pure antitrust enforcement, intervention will tend to take the form of penalties for infringement, rather than more proactive remedies in the market place. However, this is not necessarily always the case, as shown by the significant number of Article 9 Commitment decisions within EC Article 102 and 101 cases in the last year.51 While such remedies have typically been based on the supply side in the past, there is little reason why they should not be based on the demand side, if consumer behavior were found to be an important driver of problems in the market.52

Moreover, as mentioned above, there are other tools than antitrust enforcement available for solving market problems arising from behavioral biases. These include consumer enforcement, consumer education, and (in the UK at least) market studies and investigations. There is also potential for authorities to advocate legislation in a particular market.

Where proactive remedies are feasible, they should ideally fit with the liberal paternalistic approach to intervention discussed above. For example, where one outcome is clearly superior to another, it may be possible to design an intervention that defaults consumer behavior to the superior outcome, but without restricting the ability of consumers to make an alternative choice if they so wish. An example of such a remedy is the use of automatic enrollments in pensions to overcome inertia in pension savings. Automatic enrollment nudges those con-
consumers who are “accidently” under-saving towards a better outcome, while still preserving choice (via an opt out).

Another example is the recent Article 9 remedy in the EU Microsoft Internet Explorer case. As agreed between the Commission and Microsoft, computers in Europe downloaded an update to the Windows operating system. Once the update was downloaded the user was presented with a screen providing, in a random order, several different choices of internet browsers (including Microsoft Internet Explorer). By ensuring the user makes an active choice, the intervention was designed to cut the tie between Windows and Internet Explorer. However, in maintaining the choice, the intervention may be described as a remedy in the liberal paternalist vein.

A final example of a positive intervention in this regard may be obligations on firms to require them to help consumers make decisions. For example, rather than centering on directly reducing market power, recent OFT work in Personal Current Accounts in banking has highlighted clarity, transparency, and consumer empowerment as keys to making the market function effectively. This, in turn, may mean that banks in the UK will need to change what information they provide and how they provide it.

However, behavioral economics also tells us that it is important to consider how consumers will react to market interventions. For example, we know that consumers can face behavioral barriers to assessing information. Indeed, it is well documented that consumers do not always read and understand the information provided to them. This can mean that an intervention that simply improves the information available to consumers will be ineffective in solving market problems.

Moreover, such interventions can even have negative consequences in terms of increasing consumer confusion. For example, a study by the FTC found that revealing to consumers the compensation that mortgage brokers would receive on loans led to consumers placing too much focus on the compensation payments and less on whether or not the loan in question was good value; which, in turn, actually led to them paying more for their loans. It was also found that this placed brokers at a disadvantage to direct lenders and might have led to less competition and higher costs for all mortgage customers.

Behavioral economics therefore shows us the importance of making use of “smarter information”—thinking carefully about its framing, the context in which information is read, and the ability of consumers to understand it. A report for the OFT highlighted the positive story around “traffic light” information in food labeling. Here, simple (and consequently less detailed) information
on nutritional value of food led to better outcomes than a full list of food ingredients and nutritional value.\textsuperscript{56}

A further concern that can arise around interventions to solve problems associated with consumer biases is that such interventions can be inherently redistributive. In many markets, the gains that firms make from exploiting consumer biases will be to some extent passed back, through the competitive process, to customers who do not exhibit those biases. In this case, there is effectively a form of cross-subsidy between customers, and this may be unwound with intervention. This does not imply that such interventions should not be made, but it is important to be aware that there can be losers as well as winners in such situations.

D. PRACTICAL IMPLICATIONS FOR THE ASSESSMENT OF INTERVENTIONS

One very clear lesson from behavioral economics is that it can be difficult to predict how consumers will react. There are many potential biases at play and theorizing will only get you so far. Empirical evidence can be crucial.

However, behavioral biases can also impact on the design and use of surveys and other empirical techniques. For example, if framing matters, then it is important to design surveys carefully so the way in which questions are framed does not distort the responses provided. While we have always recognized the potential differences between a survey response and what consumers and firms really do, behavioral economics reinforces this message.\textsuperscript{57} Likewise, if framing matters to consumer purchasing decisions, econometric analysis may sometimes need to incorporate information on the context in which consumers’ decisions were made if its results are to provide a full picture of consumer behavior.

Empirical evidence is especially important when designing remedies that are intended to alter consumer behavior and thereby improve competition. One recent example of the importance of empirical evidence is the Market Investigation by the UK Competition Commission (“CC”) into Payment Protection Insurance (“PPI”). Here the firms investigated were found to have effective point of sale monopolies of PPI, as they’re typically sold as a follow-on product alongside other financial products. As a result, prices were found to be very high.\textsuperscript{58}

The CC proposed a package of measures (which affected the supply and demand side) to bring competition into the market. This included a prohibition on the sale of PPI during the sale of the credit product and for seven days afterwards. However, the CC’s appeal body, the Competition Appeal Tribunal (“CAT”), rejected this remedy and sent it back to the CC for further consideration.\textsuperscript{59} The CAT contended that the CC had not provided sufficient evidence
regarding how consumers would actually respond to the remedy and whether it would benefit them.

In practice, our ability to design appropriate remedies is likely to be enhanced by empirical research (often experimental) that can capture how consumers will really respond to mooted solutions. The importance of road testing remedies is outlined in a 2009 OFT report.60

V. Conclusion

This paper asked whether behavioral economics questions the foundations of antitrust. The answer, like many answers to economic questions, is nuanced. Behavioral economics does question some of our current thinking and it may alter how we carry out some of our analysis. However, it does not represent the fundamental shift some would advocate (and some would fear).

Behavioral economics is an incremental advance in our understanding just as informational economics was to the basic competition model. Economics is an evolving science, changing all the time, and economists are used to this. Two-sided market theory was a relatively recent incremental change in our understanding of how some markets work. This led to direct changes in how we understand these markets and when and how we intervene. The same will be true of behavioral economics, but it is important to resist any claim that behavioral economics means everything must change.

This highlights one last point—where behavioral biases appear to be creating problem, some may advocate abandoning competition for regulation. We discussed above the dangers of over-paternalism and limiting choice. Competition authorities have a key role in reminding government of the benefits that competition and choice bring.61 In doing so, however, they need to be cognisant of the available evidence on behavioral economics and its implications. We hope that this paper contributes to that goal.
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This may also address some of the criticism of the “cheap talk” literature. This literature argues that there is no point in exchanging information in order to monitor an agreement if it can’t be verified, since no firm is going to cheat on the agreement but still provide the true information that reveals they have cheated. However, the role of private information exchange may not be to monitor the cartel but rather to create and sustain the trust needed to maintain the cartel. See J. Farrell & M. Rabin, Cheap Talk, 10 J. ECON. PERSPECTIVES 103-118 (1996).

N. Al-Najjar, S. Baliga, & D. Besanko, Market forces meet behavioural biases: Cost misallocation and irrational pricing, 39 RAND 214-23 (2008) describe recent physiological and experimental literature suggesting that firms may confuse fixed, sunk, and variable costs. They show that even, if pricing strategies that increase profits do better in the market, there may be equilibrium in which there are non-standard pricing practices.


See Gabaix & Laibson (2006), supra note 22.


Of course where a mistake leads to irrevocable and significant detriment (for example, buying the wrong pension) learning may not be sufficient to prevent serious harm.
47 See DellaVigna (2009), supra note 1.

48 Self-regulation may also create competition concerns as it may provide opportunities for anticompetitive practices, such as foreclosure or price-fixing. For more details, see Office of Fair Trading, The Economics of Self Regulation in Solving Consumer Quality Issues, Economic Discussion Paper OFT1059 (March 2009).

49 JOHN STUART MILL, ON LIBERTY (1859).


51 Recent Article 9 decisions include Rambus, RWE, Eon, Ship Classification, and Microsoft. See, Commission accepts commitments from Rambus lowering memory chip royalty rates, Rambus IP/09/1897 Brussels, (December 2009); Commission opens German gas market to competition by accepting commitments from RWE to divest transmission network, RWE, IP/09/410 Brussels, (March 2009); Commission opens German electricity market to competition, EON, IP/08/1774 Brussels, (November 2008); Commission accepts commitments by GDF Suez to boost competition in French gas market, GDF Suez, MEMO/09/536 Brussels (December 2009); Commission paves way for more competition in ship classification market by making IACS’ commitments legally binding, Ship Classification, IP/09/1513 (October 2009); Commission welcomes Microsoft’s roll-out of web browser choice, Microsoft, IP/10/216 Brussels, (March 2010).

52 Such an approach has been articulated in the context of enforcing exploitative abuses. See A. Fletcher & A. Jardine, Towards an Appropriate Policy for Excessive Pricing, 12th Annual Competition Law and Policy Workshop (June 2007).

53 Commission welcomes Microsoft’s roll-out of web browser choice, supra note 51.

54 For example, see Warning: Too much information can harm, A final report by the Better Regulation Executive and National Consumer council on maximising the positive impact of regulated information for consumers and markets, (November 2007).


57 The concepts of stated and revealed preference are well understood in competition analysis. For a discussion of the implications of these consequences, see Office of Fair Trading / Competition Commission, Good practice in the design and presentation of consumer survey evidence in merger inquiries, Forthcoming for consultation March 2010.

58 See Competition Commission, Market investigation into payment protection insurance, ¶4.97 (January 2009).


60 See Competition Commission and Office of Fair Trading, Road testing of consumer remedies, Economic Discussion Paper OFT1099 (July 2009).

Behavioral Economics and Merger Analysis

Alison Oldale

U.K. Competition Commission
The papers in this volume by Eliana Garces, and Matthew Bennett, John Fingleton, Amelia Fletcher, Liz Hurley & David Ruck provide a very clear overview of behavioral economics and its application to competition policy generally. In this note I will comment on some implications of what they have to say for merger analysis.
I. Introduction & Summary
The papers in this volume by Eliana Garces ("Garces"),1 and Matthew Bennett, John Fingleton, Amelia Fletcher, Liz Hurley & David Ruck (Bennett et al.)2 provide a very clear overview of behavioral economics and its application to competition policy generally. In this note I will comment, in particular, on some implications of what they have to say for merger analysis.

II. Consumer Biases
Bennett et al. draw a useful distinction between consumer biases and supply side biases, and I start my comments by looking at the implications of consumer biases for merger control. (These comments are relevant only for mergers where the customers are final consumers, and the following should be read as being limited to consumer-facing mergers, even if this is not made explicit.)

In short, there are some intriguing possibilities, some of which have already begun to have a modest impact. However, the field needs further development if it is to have substantial effects. Interestingly, it is unclear whether taking on board the lessons from behavioral economics would lead to more—or less—enforcement.

A. CONSUMER DEMAND
The most obvious area where behavioral economics could influence the practice of merger analysis is in the understanding of consumer demand. The response of customers to changes in the terms of sale is at the heart of all merger analysis. It is often the most important constraint on the actions of firms in a market, and is the focus of market definition analysis.

However, merger control is, in the end, concerned with the impact of a change in market structure. The response of customers to changes in terms affects this but, in many cases, the analysis can proceed taking this response as a given. There is, therefore, an argument that there is no need to understand why customers behave as they do as long as the demand function has been correctly measured. There is some weight to this argument, though it should not be pushed too far: It may sometimes be useful to understand what underlies the demand function.

First, analyzing the reasons why customers behave as they do can provide useful corroboration for other evidence about the demand function. In this respect, the three “A”s introduced in Bennett et al. combine to provide a helpful organizing principle for some factors affecting the willingness of customers to switch. The three “A”s are: information about how well consumers Access information.
(including search costs), how well they Assess that information, and the degree of their freedom to Act on it (including switching costs). However, it should not be forgotten that information about the extent to which products are, or are perceived to be, differentiated will often be more important.

Second, considering the reasons why customer responses are what they are could highlight possible ways in which the merger might affect the demand function itself, and so suggest reasons why demand should not be treated as a given. This is because firms can sometimes choose to act in ways that exploit consumer biases, causing consumers to make worse choices. Interestingly, however, it is not clear from the papers whether mergers that reduce competition mitigate or exacerbate this problem.

Both papers note that competition can sometimes reduce the extent to which firms benefit from exploiting consumer biases. This can happen if firms can take customers from their rivals by making a virtue of their plain dealing. In these cases, a merger that reduces competition could potentially lead to worse outcomes than would be expected from simply taking the existing demand function as a given.

Both papers also report, however, that the opposite can happen: Theoretical and empirical papers show that obfuscation and complexity can increase with competition, so that mergers that reduce competition could, in principle, make consumers better off by reducing the incentives to obfuscate.

In addition, Garces notes that advertising and branding are close cousins of some of the ways that firms can exploit consumer biases. These are areas where there is a lot of uncertainty about the relationship between the extent of competition and the level of investment by firms, and about the impact on consumers of any investments made.

In sum, although both papers provide reasons why it may be useful to understand—as well as measure—demand, they both also suggest that our understanding of the implications of consumer biases on the effects of a merger is still in its early stages.

B. ENTRY AND THE EVOLUTIONARY ROLE OF COMPETITION

The papers suggest that understanding more about consumer demand could affect the analysis of entry costs. For example, Bennett et al. note that if search is costly then firms can invest in ways to attract consumers other than by offering the best deal (by paying to be prominent on search engines, through advertising, etc). This would make entry more costly. Whether this creates a barrier to entry, however, is unclear.
C. PRICE DISCRIMINATION MARKETS

One area where behavioral economics could have an early impact on merger analysis is if poorly informed consumers form a vulnerable group. Competition authorities reviewing mergers will often pay particular attention to the potential effects on groups of customers that can be targeted with discriminatory prices. In some cases such vulnerable groups will be defined as separate markets. The papers suggest that “myopes” might form a vulnerable group, distinguished by their limited ability to gather and process information, or to correct for their biases.

D. MATERIALITY

Finally, Garces especially emphasizes the problems of understanding the welfare effects of changes to a market when consumer choices are not a reliable guide to consumer welfare. This can complicate the already difficult task of deciding whether any loss of competition from a particular merger is material or not.

III. Supply Side Biases

Although the focus of behavioral economics to date has been on the behavior of consumers, Bennett et al. discuss recent developments in considering the implications for the behavior of firms. This line of research could potentially have far reaching consequences for merger control, though it is too early to say what these consequences might be. Here I point to some possibilities based on the early indications in the papers.

At a basic level, the reason why research that affects our understanding about how firms behave could affect merger control is, simply, because merger control is all about predicting firm behavior. These predictions are usually based on thinking about how a profit-maximizing firm would behave. If research into behavioral economics uncovers better ways to understand how firms behave, this could obviously affect the analysis.

Bennett et al. stress that research in this area is in its infancy and, to date, it has done more to highlight possibilities than to generate concrete improvements in predicting firm behavior. They also note that what matters most is the change in incentives following a change in market structure, not the details of the firm’s objective function. But still it is possible to highlight some areas to watch.

A. ENTRY

One area where behavioral economics might have an early impact on merger analysis involves the evaluation of evidence about entry. As Bennett et al. note,
it is apparent that many firms enter markets when their chances of success are very slim. This has two implications for evaluating evidence on entry:

1. Attempts at entry may be more likely than would be suggested by evaluating the barriers to entry and considering whether entry would be profitable.

2. Successful entry may be less likely than would be suggested by reviewing the plans of third parties.

**B. COORDINATED EFFECTS**

Another area highlighted by Bennett et al. is the analysis of coordinated effects. This is an area where traditional approaches to understanding how a change in market structure could affect firm behavior have not always been especially helpful to competition authorities seeking to distinguish between good and bad mergers. If behavioral economics could add to what we know, it could make an important contribution. So far Bennett et al. report some additional insights. Notably, coordination is generally more likely if there is a degree of trust, fostered by contact and personal relationships. However, this is not yet the clear diagnostic test that competition authorities would like.

**C. EFFICIENCIES**

Finally, behavioral economics could affect the assessment of efficiencies. On the one hand, as Bennett et al. note, there is some evidence that fixed and sunk cost efficiencies matter more for pricing decisions than traditional models of firm behavior would suggest. This could mean that some fixed and sunk cost efficiencies benefit consumers, whereas competition authorities often assume they could not.

On the other hand, behavioral economics reinforces what competition authorities always suspected about claims that a merger will generate efficiencies: that these should be treated with a degree of healthy scepticism. On top of the problem that efficiencies are inherently easy to claim and hard to prove, there is evidence that firms may believe in the existence of efficiencies, but be wrong.

---

Notably, coordination is generally more likely if there is a degree of trust, fostered by contact and personal relationships. However, this is not yet the clear diagnostic test that competition authorities would like.

---


The Impact of Behavioral Economics on Consumer and Competition Policies

Eliana Garcés
European Commission
The Impact of Behavioral Economics on Consumer and Competition Policies

Eliana Garcés*

Interesting questions are being asked about the policy implications of relaxing commonly held assumptions about how people make decisions. If consumers are not always rationally maximizing some kind of utility function, can we still claim that their decisions are always in their own best interest? And should this be a policy concern at all? We commonly rely on the competitive process to produce the market outcomes that are the most favorable to consumers. In a model of rational behavior, firms in a competitive environment compete mostly on the merits and the market outcome is efficient and welfare-maximizing. Does this result continue to hold when the rationality assumption about consumer behavior is relaxed?

*Eliana Garcés is currently a member of the Cabinet of the European Commissioner for Competition Policy. The views expressed in this piece are personal and in no way represent the views of the European Commission.
Behavioral Economics is gradually becoming mainstream microeconomics and can no longer be considered the fringe research field that was largely disregarded by neo-classical economists and game theorists until a decade ago. But, notwithstanding its increasing success, behavioral economics is struggling to establish itself as a well-developed tool to analyze markets and provide policy conclusions. This is partly because behavioral economics has done a better job at questioning well-established assumptions underlying traditional models than at providing an alternative framework with a similar analytical predictive power. But one fact, which is often forgotten, is true: a lot of our analytical conclusions about efficiency and welfare rely on the interpretation we give to consumer decisions. These interpretations are directly derived from the “rationality” assumptions at the foundation of the neo-classical supply and demand model. Assumptions of rational and profit-maximizing behavior seem to have been an overall satisfactory approach. But Behavioral Economics is currently investigating the limits to the generalization of this economic rationality framework. It is gathering evidence on its empirical relevance and testing the explanatory power of alternative behavioral hypotheses. More interestingly, applications of behavioral economics to the field of industrial organization examine the consequence of different behavioral hypotheses on the predicted efficiency and welfare outcome of markets.

A new framework has not yet emerged. But interesting questions are being asked about the policy implications of relaxing commonly held assumptions about how people make decisions. If consumers are not always rationally maximizing some kind of utility function, can we still claim that their decisions are always in their own best interest? And should this be a policy concern at all? We commonly rely on the competitive process to produce the market outcomes that are the most favorable to consumers. In a model of rational behavior, firms in a competitive environment compete mostly on the merits and the market outcome is efficient and welfare-maximizing. Does this result continue to hold when the rationality assumption about consumer behavior is relaxed?

Let us start this discussion with a brief definition of the rational individual. The decision-making process underlying both neoclassical economics and game theoretic models relies on the following assumption: people have pre-existing, well-ordered, and complete preferences. This means they can assign a given value to everything under any contingency. For example, a rational agent currently knows how much she would be willing to pay to rent a bike during a stay in Bangkok next summer. She is in a position to sign a contract today that she will not regret next summer. Factors such as the average price of bikes that she
will observe in Bangkok when she gets there are external to her utility and are not supposed to have an effect on her enjoyment of the contract. Individuals can, therefore, rank at any time all possible choices according to inherent tastes. There is also some stability and continuity in those tastes so that a small change in the characteristics of the product will not dramatically change the value that the individual assigns to it.

Given the value assigned to each available product and their initial resources, individuals maximize the level of welfare they can achieve in economic exchanges. These assumptions about the nature and structure of preferences and the utility maximizing decision rule form the basis of the “rational behavior” of the “homo economicus.” The rational behavior assumption is what allows us to interpret the price paid by an individual as a direct manifestation of his or her preferences and welfare. The “rational” behavioral assumption has been so widely accepted that any departure from it was, for a long time, considered to be out of bounds for mainstream economics.

Behavioral economics has produced empirical evidence indicating that individuals may not behave like “homo economicus” but rather use their brains in richer and more complex—if not always better—ways. This is partly due to the fact that individuals suffer from cognitive limitations, systematic misperceptions, and emotional reactions to their environment that affect their decision making. One proposition is that people use rules of thumb or they adopt second-best behaviors when faced with either complex decisions or perceived high search costs. Proponents of contingent preferences also argue that preferences and willingness to pay are significantly affected by personal expectations, which are not a fixed concept but rather a function of recent experience and a person’s particular environment at a point in time. Willingness to pay changes not only with inherent taste, but also with the state a person is in and the information carried by the environment.

Another strand of literature examines how the choices people make are influenced by how the choice is presented to them. The role of default choices and the effect of framing choices have been extensively documented. Choice overload has been found in some instances to paralyze and upset people although the literature in this field produces contradicting results depending on the situation. Too much or too complex information will also drive people to take shortcuts or fixate on a particular dimension of the choice while ignoring the others, thereby making suboptimal decisions. People can also drastically overreact to seemingly anodyne changes in the product description. A strand of literature has illustrated the time inconsistency of people’s preferences and the tendency to make errors when forecasting future preferences and choices. In particular, people...
have been found to underestimate future needs in favor of present ones and to overestimate how much future preferences will look like current ones, i.e. to underestimate how their needs and circumstances will change.

What is the practical consequence of accepting these new behavioral features in decision making? Information about consumer choices is used to construct the market demand function. In competition policy, this demand function is used to establish the market demand elasticity, an important component for market definition and the analysis of firms’ pricing power. Demand functions are also commonly used to calculate consumer welfare under particular market outcomes.

One can argue that once we empirically observe a demand, the underlying mechanism by which this demand is formed is of secondary importance. Observed choices will give us the information we need for market and competition policy analysis. But several issues arise. First, if choices are the results of imperfect or second-best decision-making rules, then the willingness to pay may not be perfectly correlated with the welfare ultimately obtained by the consumer. Second, if preferences and willingness to pay are not exogenous or consistent or stable, then firms may be able to manipulate them. Neoclassical economics already recognizes the possibility that a firm invests in advertisement to increase the demand of its product. In these models, advertisement increases the utility derived from consuming the product and therefore the willingness to pay. Behavioral economics introduces the theoretical possibility that firms invest in “manipulating” consumer choice in order to increase willingness to pay without necessarily increasing the utility derived from consuming the product.

Several papers have studied pricing strategies that might be able to produce higher prices and potentially higher profits for firms without increasing consumer utility. The most obvious one is complex pricing or price obfuscation. This is a strategy whereby firms adopt multidimensional tariffs or multiply the described characteristics of a particular product for the sole purpose of decreasing comparability of offers. Excessive personalization of the offer can have a similar effect. For this to be a strategy that exploits behavioral biases, the “complication” of the product or of the terms of the offer must offer no utility to the consumer but just reduce the consumer’s willingness or ability to compare alternatives. Ellison and Ellison (2009) provide empirical evidence of offer complication over the internet for the sole purpose of decreasing comparability on internet price search engines. Pricing strategies in the online sale of airline tickets are another example of price obfuscation through the slicing of the transaction into sequential acquisitions of options and sequential payments of fees. The idea that firms introduce obfuscation to avoid the
potential price pressure of competition is formalized in Spiegler (2006). This and other papers predict endogenous contract complexity and search costs that increase with competition.

Although the literature has argued that obfuscation strategies have negative effects on consumer welfare and efficiency, there are fewer conclusions on the effect of such strategies on firm profits. Literature on search costs already argued that search costs and differences in search abilities led to prices above the competitive solution. In behavioral models, firms voluntarily increase search costs to protect themselves from competition. Equilibrium with higher profits depends on the lack of incentives for firms to deviate from this obfuscation strategy. Such disincentives may exist either if consumer heterogeneity causes firms providing transparent information to attract less profitable customers, or if the market is susceptible to significant shrinkage if most consumers are made aware of the full cost of the good or service when they make their purchase decision. Evidence of price-increasing obfuscation strategies in competitive environments has been presented in the case of retail financial services.

Other pricing strategies play into the inability of consumers to accurately forecast the actual usage of the good or service they buy. Tariffs that offer an entry fee that includes a specified usage and charge high marginal cost for any additional usage can be understood as screening for under- and over-confident customers. These three-part tariff plans are optimal for those customers who can accurately forecast their use. But consumers who under- or over-estimate their usage pay higher unit prices than foreseen at the time of transaction. Three-part tariffs contracts are profit maximizing for industries with low marginal costs such as telecommunications or financial services. Most literature on such tariffs does not show supra-competitive profits in competitive settings. But the consumer welfare of over- and under-confident users is nonetheless decreased.

It is known that firms implement price discrimination that caters to customers with different tastes. Behavioral economics introduces the possibility of price discrimination between consumers based on their cognitive abilities, their information processing abilities, and their ability to forecast future needs.

---

**Behavioral economics introduces the possibility of price discrimination between consumers based on their cognitive abilities, their information processing abilities, and their ability to forecast future needs.**
est rate. If it did, it would attract the less solvent and riskier customers who are the most sensitive to interest rates while, at the same time, decreasing its profits on those customers who are insensitive to the interest rate and run a balance which they did not foresee. Ausubel (1991) uses this argument to explain interest rate stickiness and evidence of supra-competitive profits in the competitive credit card industry.16

In addition to pricing strategies, firms may also adopt marketing strategies that exploit the different ways in which consumers deviate from “rational” decision making. Firms spend money on positioning, search engine management, sales effort, and advertisement content to influence consumers’ perceptions of the relevant alternatives for a given choice.17 Firms may also encourage consumers to focus on irrelevant aspects of the product when making a decision. Examples include advertising investment funds based on past performance and the low marketing importance given to providing management fee information. By doing so, firms exploit a natural tendency of people to extrapolate from the past even when the past carries no information about the future.18 Firms might be able to use persuasive strategies that lead to decisions that are not welfare-maximizing for consumers.

What have we learned? Behavioral models suggest that consumers might make inefficient decisions in competitive markets and might be overcharged with no resolution by the competitive process. Firms can adopt pricing and marketing strategies that allow them to soften price competition even in competitive environments and in ways that reduce consumer welfare. In other words, competitive market outcomes might not, in every single case, be efficient and welfare-maximizing.

The role of consumer policy in neoclassical economics is to fight fraud and resolve information issues. Behavioral considerations have, nevertheless, already played a role in regulatory initiatives such as the imposition of a cooling off period in certain purchases. The idea that firms might be adopting strategies that create inefficiencies for consumers raises the question of whether such commercial behavior falls under the remit of consumer policy. The increasing ability and incentives to price discriminate against individuals with reduced cognitive or predictive abilities, issues of self control, or high levels of distress also calls for a judgment call on how much we want to care about issues of fairness. There is certainly a case to be made for consumer protection intervention in those markets, such as financial markets, where the consumer risk in the case of a suboptimal decision can be very high. But any remedial intervention will have to be targeted at the particular problem to be solved and must not generate additional inefficiencies. Market remedies should be carefully designed and should aim at improving the conditions for optimal decision-making by consumers. Restricting particular commercial practices might be efficiency- and wel-

IN OTHER WORDS, COMPETITIVE MARKET OUTCOMES MIGHT NOT, IN EVERY SINGLE CASE, BE EFFICIENT AND WELFARE-MAXIMIZING.
fare-enhancing but only if it can be shown that the sole purpose of the practice is to distort the consumer decision.

Competition policy currently relies on market entry and lack of competitor foreclosure to elicit efficient outcomes from markets. Behavioral economics suggests that, in some particular cases, this might be overoptimistic. But competition policy is currently quite powerless in the face of collective “exploitative” strategies adopted by firms in a competitive market. Running successful excessive pricing cases in the face of competition or collective dominance cases is notoriously difficult since it is hard to explain within the traditional framework why competition will not eliminate traders that do not serve consumers well.

The current models cannot be sufficiently generalized yet to provide an operational framework for policy. In most markets, preserving a competitive environment will, in fact, be sufficient for efficiency and welfare maximization. But behavioral models show that one has to be careful of inferring too much from the competitive environment in those markets where behavioral biases and commercial strategies that exploit these biases are likely to play a big role in the transaction decision. In such cases one must be cautious regarding conclusions on the market efficiency and consumer welfare outcome.

Behavioral economics is a field that will develop further in the next years. Without a doubt our understanding of how markets work will increase. Meanwhile, rapid technological change is providing both consumers and firms with increased market access and massive amounts of information and data. This will generate radical changes in commercial practices in the years to come. Behavioral economics will play an important role in explaining what is likely to become an increasingly complex and sophisticated commercial environment.

1 For an interesting neuroscience perspective, see Camerer, Loewenstein, & Prelec, Neuroeconomics: How Neuroscience Can Inform Economics, 43 J. ECON. LITERATURE 9-64 (2005).


4 Iyengar & Lepper, When choice is demotivating: Can one desire too much of a good thing?, 79(6) J. PERSONALITY & SOC. PSYCHOL. 995-1006 (2000); Fasolo, Hertwig, Huber & Ludvig, Size, entropy, and density: What is the difference that makes the difference between small and large real-world assortments?, 26(3) PSYCHOL. & MARKETING 254 – 279 (2009).

6 Loewenstein, O'Donoghue, & Rabin, Projection Bias in Predicting Future Utility, 118 Q. J. ECON 1209-1248 (2003); Della Vigna & Malmendier, Paying not to go to the gym, 96(3) AMER. ECON. REV. 694–719 (2005).

7 See, for example, Becker & Murphy, A Simple Theory of Advertisement as a Good or Bad, 108 Q.J. ECON. 942-64 (1993).


14 In this literature, over-optimism, projection bias, and issues of self-control can be sources of systematic bias in some people’s forecasts of usage.

15 See, for example, Della Vigna & Malmendier, supra note 6 at 694–719. This paper also argues that one cannot make inferences on the consumer consumption preferences and consumer welfare from observed contracts.


The Failed Resurrection of the Single Monopoly Profit Theory

Einer Elhauge
Harvard Law School
I. INTRODUCTORY SUMMARY

I am very grateful to CPI for generously holding a symposium on my article, *Tying, Bundled Discounts, and the Death of the Single Monopoly Profit Theory*. Of course, the downside of having a bunch of academics invited to critique your article is that typically all of them will disagree, and often one will become disagreeable. The Comments in the CPI symposium are no exception to this norm. Luckily, the Comments all disagree with my article in largely different ways, so I can simply address them Comment by Comment.

Professor Paul Seabright claims that an absence of empirical proof supports the single monopoly profit theory. This claim fails because the single monopoly profit theory is an impossibility theorem. It also fails because my recommended exception applies to whatever empirical extent the necessary conditions for the single monopoly profit theory actually exist.

Seabright likewise claims that a lack of empirical proof favors critics of current tying doctrine. This claim fails because it is the critics that favor a categorical rule that requires empirical proof across the category: namely critics favor categorical legality either for all ties or for all ties that lack substantial foreclosure. In contrast, current tying doctrine uses no categorical rule, but rather weighs efficiencies against anticompetitive effects in each case and permits ties to whatever extent it turns out to be empirically true that the efficiencies outweigh the anticompetitive effects. Current tying doctrine is thus preferable to the critics’ recommended alternatives whether the standard is consumer welfare or total welfare, and whether one thinks most ties flunk that standard or not.
Seabright also makes the more minor claim that, absent empirical proof that most ties harm welfare, the law should shift the burden of proof on efficiencies away from defendants. But this claim fails for four reasons. First, the burden of empirical proof on legal issues is on those who want to overrule precedent. Second, the fact that defendants have better access to evidence on tying efficiencies favors giving defendants the burden to prove those efficiencies, regardless of what one assumes about the welfare effects of most ties. Third, in allocating this burden of proof, the relevant set of ties are those for which defendants would have the burden to prove efficiencies, which is not all ties, but rather is only ties of separate products with tying market power where my recommended exception does not apply. The relevant category thus excludes: (1) ties of items deemed a single product because they are routinely bundled in competitive markets, (2) ties without market power, and (3) ties without a substantial foreclosure share that bundle products lacking separate utility in a fixed ratio. Fourth, even without general empirical proof, theoretical considerations indicate that ties in the relevant set will usually reduce both consumer welfare (the actual antitrust standard) and ex ante total welfare.

Professors Daniel Crane and Joshua Wright claim that bundled discounts cannot credibly threaten unbundled prices that exceed but-for prices. This claim conflicts with the fact that firms demonstrably can credibly threaten the refusal to sell at any price that is necessary to get buyers to agree to tying and monopoly pricing. This claim also ignores the fact that, in markets with many buyers, buyers have collective action problems that make them price takers.

Professor Barry Nalebuff offers models on ties that achieve intra-product price discrimination by metering use of the tying product that confirm my model’s conclusions on that subset of ties. To the extent our models diverge on some details, I think it is more accurate to model metering ties by assuming that buyers purchase a whole number of tied units, rather than infinitely divisible fractions of tied units (as he assumes). I also think it is more accurate to assume that buyers have varying valuations, rather than the same valuation for tied product usage over the relevant range (as some of his models assume).

My legal conclusions are also generally confirmed by the conclusions that Professor Harry First reaches with a multi-goal approach. However, I prefer a welfare analysis because I find that the multi-goal approach and its non-welfarist components are conclusory and unpersuasive when they conflict with welfare.

II. The Seabright Attack

A. SEABRIGHT IS WRONG TO CLAIM THAT A LACK OF EMPIRICAL PROOF UNDERMINES MY ANALYSIS AND SUPPORTS THE CRITICS OF CURRENT TYING DOCTRINE

Seabright’s main argument is that the single monopoly profit theory is “undead” because I have not empirically proven how often the conditions that invalidate
it apply. This is an odd defense because the single monopoly profit theory is an impossibility theorem: it claims that a firm with market power cannot possibly increase monopoly profits with tying because there is only a single monopoly profit the firm can get. Given that Seabright acknowledges that many market conditions do invalidate the single monopoly profit theory, his argument does not resurrect this impossibility theorem, but rather adds a few more spadefuls of dirt on top of its grave.

Seabright does not dispute that I have correctly identified the market conditions that invalidate the single monopoly profit theory. While prior work has shown that the single monopoly profit theory is invalid under particular conditions, it remains undisputed that my synthesis of the literature shows that the single monopoly profit theory does not hold with or without a fixed ratio, with or without a strong positive demand correlation, and with or without a substantial foreclosure share. The conditions under which it does not hold thus clearly seem much broader than had previously been appreciated or than is suggested by Seabright’s begrudging concession that “the Single Monopoly Profit theory is not true always and everywhere.”

Indeed, it remains undisputed that my analysis shows that the single monopoly profit theory holds only when there is a combination of a fixed ratio, a strong positive demand correlation, and no substantial foreclosure share. If Seabright wishes to argue simply that there are some circumstances under which a tying firm can obtain only a single monopoly profit, then he agrees with me, but this argument does not resurrect the original single monopoly profit theory—at best it gives birth to a new baby single monopoly profit theory. Nor can this baby single monopoly profit theory justify the sweeping rule of per se legality for all tying that the Chicago School had advocated based on the original theory. Instead, the baby theory justifies only what I advocated in my article: a limited rule of per se legality applicable only to ties satisfying three conditions: (1) a fixed ratio, (2) a strong positive demand correlation (inferred from a lack of separate utility), and (3) no substantial foreclosure share.

In short, Seabright offers no grounds to think that I have not correctly specified the conditions under which the single monopoly profit theory holds, nor any reason to think that the theory’s rule of per se legality should extend beyond the set of cases where those conditions obtain. Nor is he right that my policy arguments depend on any empirical assumptions about how often those market conditions hold. To whatever empirical extent those conditions happen to hold, my proposed exception would apply a rule of per se legality. If those conditions usually hold, then my approach would usually apply a rule of per se legality. But if
those conditions usually don’t hold, then my approach would usually not apply a rule of per se legality. My approach thus requires no empirical assumptions about the frequency with which those market conditions hold; it rather makes the legal results depend on empirical assessments of whether the conditions are present in actual cases.

In contrast, a rule of per se legality would require strong empirical evidence because it makes a categorical judgment that the single monopoly profit theory holds for all tying cases, even though Seabright himself admits that it actually does not hold in some tying cases. Such a categorical judgment would make sense only if one empirically believed both (1) that the conditions necessary for the single monopoly profit theory would apply in the vast bulk of cases covered by a tying doctrine with my exception and (2) that courts are incapable of distinguishing cases where those conditions do not apply from those where they do. Seabright offers no empirical evidence for the first conclusion, which seems implausible not only because of the limited conditions under which the theory is valid, but also because my exception would exclude ties that meet those conditions. Nor does Seabright offer any empirical evidence for the second conclusion, which again seems implausible because it does not seem especially difficult to determine when there are fixed ratios, separate utility, and a substantial foreclosure share.

In addition to mistakenly defending the single monopoly profit theory, Seabright criticizes my defense of the current quasi-per se rule because I have not provided empirical proof that ties usually harm welfare. But he is wrong that my defense of current tying doctrine depends on any such empirical premise. As I pointed out, calling current doctrine a quasi-per se rule is actually a misnomer. Instead, current tying doctrine applies a particular form of rule of reason analysis that requires tying market power and then considers on a case-by-case basis whether any harmful effects are outweighed by offsetting efficiencies. My defense of current tying doctrine thus does not depend on any empirical premise that welfare is usually worsened by the set of all ties with tying market power, but instead depends only on the claim that welfare is generally harmed by the subset of such ties that lack offsetting output-increasing efficiencies.

In his text, Seabright asserts that my claim is “both unjustified as science and impractical as policy.” But the only support he provides for his condemnation simply ignores the fact that my claim was explicitly limited to ties without offsetting output-increasing efficiencies: he argues that when one considers the set of all price discrimination ties, they could conceivably increase or decrease wel-
fare. Buried in his endnotes, he admits that I am “correct” to claim that “the economic literature proves that price discrimination always decreases total welfare unless it affirmatively increases output.” It is hard to see how Seabright can say that the economic literature on price discrimination shows I am unjustified in claiming a proposition is “generally” true, when he acknowledges in the footnotes that this literature actually proves my proposition is “always” true.

Seabright nonetheless dismisses this economic literature on the ground that my above-quoted description of it was “phrased in such a way as to imply that increasing output is an unusual thing for price discrimination to do.” But there is nothing in my phrasing that implied any such thing, nor does justifying the current doctrine require such an empirical premise. If it empirically turns out to be true that defendants can usually prove an offsetting output-increasing efficiency, then current tying doctrine would usually not impose liability. But to the extent it is empirically the case that offsetting output-increasing efficiencies cannot be shown, then current tying doctrine would correctly impose liability. Once again, my position does not depend on any empirical premise; it rather makes the legal results turn on empirical assessments in each tying case of whether welfare-increasing effects actually exist.

In contrast, the quasi-Chicago position that tying should never be illegal without proof of a substantial foreclosure share does depend on a strong empirical premise because it makes a categorical judgment that all ties without a substantial foreclosure share should be per se legal. Although often described as the rule of reason position, this quasi-Chicago position really amounts to a rule of quasi-per se legality that mandates non-liability for all ties without a substantial foreclosure share. Seabright provides no explanation for why the law should categorically deem all ties without substantial foreclosure to be welfare-enhancing when he himself concedes that such ties can decrease welfare when tying market power exists. Justifying this quasi-per se legality position would require strong empirical evidence both (1) that ties with market power and no substantial foreclosure share almost always enhance welfare and (2) that courts cannot distinguish when such ties do or do not enhance welfare. Seabright provides no empirical evidence on either point. In contrast, the current tying doctrine that I defend requires no strong empirical premise because it empirically assesses whether welfare-increasing effects actually exist in challenged cases.

In short, the Chicago School position requires empirical evidence about all ties to justify its per se legality rule of categorical non-liability for all ties, and the quasi-Chicago School position requires empirical evidence about the set of all

IN contrast, the quasi-Chicago position that tying should never be illegal without proof of a substantial foreclosure share does depend on a strong empirical premise because it makes a categorical judgment that all ties without a substantial foreclosure share should be per se legal.
ties without a substantial foreclosure share to justify its quasi-per se legality rule of categorical non-liability for all ties without a substantial foreclosure share. So critics of current tying doctrine certainly need powerful empirical evidence, which Seabright admits is lacking,²⁰ to justify their demands for radical changes to current tying doctrine. But defenders of current tying doctrine need no such empirical evidence because current tying doctrine, unlike its critics, makes no categorical judgment of liability or non-liability for ties with market power. Instead, current doctrine just requires case-by-case empirical assessment of the possibility that ties can harm welfare when there is tying market power. Given that Seabright himself admits that possibility is real even without a substantial foreclosure share, it is hard to fathom his objection to allowing courts to consider that possibility.

Moreover, to the extent the critics’ proposals for radical change to current tying doctrine did turn on an assessment of the empirical evidence, it would be strange to say those proposals should be adopted even though (as Seabright admits), there is no empirical evidence to support them. Absent empirical evidence, standard law on stare decisis requires sticking with existing precedent. The burden of proof is on the critics who advocate changing existing law, not on those who favor adhering to long-established precedent. The critics’ burden cannot be met by simply assuming they are empirically right until someone provides empirical evidence to the contrary.

Given all this, what could possibly be Seabright’s basis for asserting that my position hinges on an empirical claim? Other than simply ignoring the fact that my claim was limited to ties without offsetting output-increasing efficiencies, Seabright relies on two moves.

First, Seabright asserts that I claim “the support of the economic literature for the conclusion that ‘imperfect price discrimination likely decreases consumer welfare,’” which he calls “a travesty of what the literature says.”²¹ Now, while academics sometimes get disagreeable, it is not every day that an academic gets quite so disagreeable that he accuses another academic of committing a “travesty.” Even when feeling impolite, no reasonable academic would do so unless he is absolutely sure his position is unassailable. But when one examines the full language of what I said in the passage that Seabright selectively quotes, it turns out that it did not even make the empirical claim that Seabright asserts it made. Instead, it stated that: “The critics’ analogy to perfect discrimination means that imperfect price discrimination likely decreases consumer welfare.”²² My point was that critics of current tying doctrine were using an analogy to make a claim that, because perfect price discrimination increased total welfare, imperfect price discrimination was likely to increase total welfare as well, and that if one applied...
that same analogy evenhandedly, it meant that, because perfect price discrimination reduces consumer welfare, imperfect price discrimination is likely to reduce consumer welfare as well.\textsuperscript{23} Which part of my actual proposition does Seabright find objectionable? Does he claim that perfect price discrimination doesn’t reduce consumer welfare? If so, he claims a position that no competent economist holds. Or does he claim that analogies should not be applied evenhandedly? If so, he has a very self-serving view about analogical reasoning, for which he provides no support. The only travesty here is that, because of his regrettable misquotation, Seabright provides no response to what I actually said.

None of which means that it would be a travesty to claim that economic theory indicates that tying-induced price discrimination is more likely to reduce consumer welfare than increase it. I shall offer reasons below to think that it does, and Seabright offers nothing to the contrary other than bald assertion. But that isn’t the claim I was making, nor is it a claim that is required to defend current tying doctrine. The crucial analytical point, which Seabright appears to have missed, is that it is only the critics who have to make a categorical welfare claim because they are the only ones arguing for a categorical rule. What my analysis showed was that the analogy the critics relied on for their categorical welfare claim undermines their position because that analogy indicates that price discrimination ties are categorically likely to reduce consumer welfare, and antitrust law embraces a consumer welfare standard, rather than the \textit{ex post} total welfare standard used by the critics.\textsuperscript{24} This demonstration that the critics’ own analogy undermines their position does not mean that current tying doctrine requires relying on this same analogy or on a contrary categorical welfare claim; it doesn’t because current doctrine makes no categorical liability claim. In other words, a conclusion that the analogy is persuasive favors current tying doctrine (because the correct standard is consumer welfare), and a conclusion that the analogy is unpersuasive also favors current tying doctrine (because critics rely on it to make a categorical welfare claim that is necessary to their position, whereas current doctrine requires no such categorical claim).

Second, Seabright argues that my position must rest on an empirical claim that ties generally harm welfare because current tying doctrine (which I defend) gives defendants the burden of proving an offsetting output-increasing efficiency.\textsuperscript{25} But Seabright cites no support for his premise that, absent empirical evidence on whether a proposition is usually true, the burden of proof must favor the defendant. There are many reasons to allocate a burden of proof other than using the pro-defendant bias that Seabright favors. One simple reason is adhering to precedent, which in tying cases has long put the burden of proving efficiencies on a
defendant with tying market power. His claim that we lack empirical evidence in either direction hardly provides a compelling reason to deviate from *stare deci-sis*. Another reason favors putting the burden of proof on the party that has the best access to evidence on the relevant issue, because that is more likely to lead to accurate resolutions. Even if the ties covered by current doctrine generally have efficiencies, defendants clearly have better access to evidence about the efficiencies of their own ties than others can have. Finally, even if we didn’t have those two compelling reasons, one might reasonably conclude that, absent empirical evidence on the issue, one should allocate the burden of proof based on theoretical considerations about which welfare effect is more likely across the set of cases covered by current tying doctrine.

B. ALLOCATING THE BURDEN OF PROOF BASED ON LIKELY WELFARE EFFECTS UNDER THE CURRENT CONSUMER WELFARE STANDARD

Suppose, just for argument’s sake, that we put aside the first two grounds for allocating the burden of proof, and decide to allocate it instead based on theoretical considerations about whether consumer welfare was likely to increase or decrease for the set of ties covered by current tying doctrine. I begin with consumer welfare because it is the governing legal standard, but in the following sections I consider (and reject) Seabright’s argument that antitrust and competition law should change to an *ex post* total welfare standard and show that in any event such a change in legal standard would require little change to the analysis of tying doctrine.

Because tying doctrine does not even apply unless the defendant ties separate products together, the relevant set of cases obviously would exclude any bundles that constitute a single product. When two bundled items are a single product, we have no tie that triggers tying doctrine at all, but rather have only the sale of a single product. Nonetheless, with no basis whatsoever, Seabright asserts that I would apply tying doctrine to the sale of bundled items that are plainly a single product under current law, such as guitars with strings, cameras with memory cards, and airplanes with toilets. I have written over 100 pages elaborating single product tests and explaining their importance in screening out bundles whose efficiency can be inferred from market tests. Nowhere in my tying article is there any suggestion that, having so carefully elaborated these single product tests, I now favor abandoning the separate products element that must be satisfied to show a tie at all. Perhaps Seabright is simply unaware of the well-known separate products element of tying doctrine, but whatever the explanation, he is simply mistaken in asserting that I would require defendants to show efficiencies for the sale of many single products just because he can imagine describing them as bundles of two items.

---

First, there is a power effect that Seabright studiously ignores: tying can create inter-product price discrimination across the bundled products.
The relevant set of cases thus clearly includes only ties of separate products. Further, given the doctrine I am defending, it also includes only ties with tying market power and where the exception for products in a fixed ratio that lack separate utility does not apply. In such cases, there are, as I showed in my article, three relevant power effects.

1. Inter-Product Price Discrimination

First, there is a power effect that Seabright studiously ignores: tying can create inter-product price discrimination across the bundled products. One can see why Seabright prefers to ignore this power effect. As I pointed out, the economic literature proves that “assuming a normal distribution of buyer valuations, [such] tying always decreases consumer welfare absent perfect positive demand correlation.” But this proven result cannot properly be ignored if one wishes to accurately assess the likely effects of tying with market power. A normal bell-shaped distribution is a common assumption in economic analysis, and it seems quite reasonable to assume that usually there are more buyers with moderate valuations of a product than with extreme valuations. A perfect positive demand correlation also seems unlikely, especially in cases where the products have separate utility, which is the relevant set for my analysis given that this power effect assumes fixed ratio bundling and my exception would apply if the products also lacked separate utility. Absent empirical evidence to the contrary, it thus seems entirely reasonable to think that ties with this power effect usually reduce consumer welfare.

2. Extracting Individual Consumer Surplus

Second, there is a power effect that Seabright admits reduces consumer welfare and can leverage one monopoly profit into two monopoly profits: tying can extract individual consumer surplus. This effect Seabright dismisses with the combination of a theoretical claim, an empirical claim, and a conceptual claim, each of which is necessary to his argument, and each of which is unsupported and demonstrably false. His theoretical claim is that this power effect necessitates a requirements tie, which is a tie that obligates the buyer to make all its purchases of the tied product from the defendant. For this theoretical claim, he relies on my description of one illustration I gave, which did assume such a requirements tie, but he neglects to acknowledge that on the very next page I explicitly stated that: “extracting individual consumer surplus does not necessitate a requirements tie that forbids buying the tied product from rivals.... A firm could achieve the same effect by requiring buyers to buy some fixed quantity of the tied product at a supracompetitive price (say 200 scanners at $400) if they want to make purchases of the tying product at the monopoly price.” Other
even the economic literature agrees with me that extracting individual consumer surplus does not necessitate a requirements tie.\(^{33}\)

Even if Seabright were right on his theoretical claim, his admission that requirements tying can have this adverse welfare effect means that he needs to couple his theoretical claim with an empirical claim, and it is a doozy. Seabright asserts that requirements tying is something “the world has rarely seen outside of gangster life.”\(^{34}\) Now that is quite an empirical assertion, and remarkably he provides zero empirical support for it, despite having spent his entire paper repeatedly chastising me for my alleged lack of empirical support. It is also an assertion that reflects a charming naïveté about the actual world of law and business. He bases his assertion on a claim that no requirements tie “could possibly be enforced without illegal coercion” unless “the monopoly good is technologically complementary to the competitively supplied good in such a way as to make useless (or more generally to lower the value of) any version of the latter supplied by a competitor.”\(^{35}\) But single-product exclusive dealing and requirements contracts are in fact commonplace, and by definition their enforcement cannot depend on rivals’ technological incompatibility with a tying product. Indeed, requirements and exclusive dealing contracts are so common that they get their own sections under both contracts and antitrust statutes.\(^{36}\) Nor is it at all uncommon to attach such exclusive conditions to a tying agreement. At least seven Supreme Court cases have involved requirements ties, and in none of those cases was it true that the rival tied product was technologically incompatible with the defendant’s tying product.\(^{37}\) Indeed, the description of the requirements clauses in three of these cases indicates that the ties were not even limited to tied products that were used with the defendant’s tying product.\(^{38}\)

Although these seven Supreme Court cases involved requirements ties of the sort that Seabright claims are rare for non-gangsters to impose, they did involve tied products that were needed to get value out of the tying product, so were likely metering ties, rather than ties that extract individual consumer surplus. However, bundled loyalty discounts frequently involve products with no strong positive demand correlation, for which extracting individual consumer surplus is possible. For example, in LePage’s, the defendant used bundled loyalty rebates “conditioned on purchases spanning six of 3M’s diverse product lines” and that also covered both brand name and private-label tape which, if anything, have negatively related demand.\(^{39}\) Likewise, in Masimo, the Ninth Circuit found that: “Tyco’s bundling contracts gave customers a price discount for purchasing a number of unrelated products together, one being pulse oximetry. However, receipt of the discount was conditioned upon customers purchasing 90-95% of their requirements of those products from Tyco.”\(^{40}\) Indeed, bun-
dled loyalty rebates spanning unrelated products are rampant in U.S. healthcare.\textsuperscript{41} I am sure the firms that use them would be surprised to learn that Seabright equates all of them with gangsters.

Nor is there any great mystery why buyers comply with exclusivity obligations even when gangsters are not around to enforce them. Sellers can require contractual promises (which most businesses honor voluntarily)\textsuperscript{42} or buyer self-reporting (even fewer business are willing to lie and commit fraud) or rely on simple observation,\textsuperscript{43} followed by threats to enforce the contract, withhold bundled rebates, or cut off supply of the tying product when buyers are noncompliant. Seabright asserts this would amount to “illegal coercion” that is “unenforceable . . . in law,” but cites no law to support his legal conclusion.\textsuperscript{44} The irony, of course, is that such exclusive tying conditions would be illegal only if tying doctrine continues to make them illegal, which is precisely the doctrine that Seabright criticizes.

Seabright’s conceptual claim is that, if the conditions for this power effect are rare, the law should ignore it rather than focusing the doctrine on cases when those conditions hold. He provides no basis for this claim. Even if Seabright were right in his empirical assertion that ties usually involve fixed ratios,\textsuperscript{45} the more logical response would be (as I advocate) precluding litigation of this power effect when the tie actually involves a fixed ratio, but allowing it to be litigated when the right to buy the tying product is tied to an obligation to buy a tied product without a fixed ratio.\textsuperscript{46} This does not mean that all fixed ratio ties should be \textit{per se} legal because the power effect that Seabright studiously ignores—inter-product price discrimination—remains possible with a fixed ratio.\textsuperscript{47} However, a fixed ratio does preclude the other two power effects, and thus should preclude the \textit{quasi-per se} rule entirely if coupled with evidence of a lack of separate utility that indicates the sort of strong positive demand correlation that makes inter-product price discrimination impossible as well.\textsuperscript{48} Because such cases fit within my exception, they are not within the relevant set of cases whose likely welfare effects are at issue.

In short, there is no basis for Seabright’s theoretical claim that extracting consumer surplus necessitates requirements ties, no basis for his empirical claim that such requirements ties are rare for non-gangsters, and no basis for his conceptual claim that, if the conditions are rare, litigation should be prohibited rather than focusing the doctrine on cases when the conditions are met. His concession that this power effect harms consumer welfare thus helps support a conclusion that theoretical considerations indicate consumer welfare is likely to be harmed in the rel-

\textbf{There is no basis for Seabright’s theoretical claim that extracting consumer surplus necessitates requirements ties, no basis for his empirical claim that such requirements ties are rare for non-gangsters, and no basis for his conceptual claim that, if the conditions are rare, litigation should be prohibited.}
relevant set of cases, which are ties with market power that lie outside the exception for products in a fixed ratio that lack separate utility.

3. Intra-Product Price Discrimination
Third, there is the one power effect that Seabright does address on the merits: the fact that metering ties can enable intra-product price discrimination. It is true that, other than proving that imperfect price discrimination cannot increase welfare unless it produces output-increasing efficiencies that offset its misallocation inefficiency, the economic literature before my article tended to simply say that imperfect price discrimination might or might not do so, and then pronounce the issue ambiguous. But this is rather unhelpful if one needs to know the general tendency across a range of cases, as tying critics need to know to support categorical non-liability, and as Seabright asserts we need to know in order to allocate the burden of proof under current tying doctrine. After all, tomorrow you may live or die, so I suppose we could say the issue is “ambiguous,” but that doesn’t mean you should assume the two are equally likely when planning your calendar.

To fill this gap in the literature, I offered my own model of the welfare effects of metering ties that create imperfect intra-product price discrimination, and mathematically proved that metering ties reduce consumer welfare significantly in that linear model, with the reduction converging for large numbers of tied items on a 18.85% loss of the consumer welfare that would be enjoyed without price discrimination.49 Using a linear model that assumes the number of tied products is continuous rather than discrete, Professor Nalebuff’s Comment on my article reaches the similar conclusion that metering ties reduce consumer welfare by 18.75%.50 Seabright complains that we cannot be sure my results will be the same without linear demand.51 That is true, but my article used my linear model only to help rebut the assertion by critics that the welfare effects were likely to be categorically positive, not to make any claim of categorical liability.52 Further, linear models are commonly used in antitrust economics and, indeed, were commonly used by the Chicago school to develop many of their propositions. Absent other models that can tell us the likely effects, linear models appear to be the best we have.

Moreover, there remains the fact that perfect discrimination clearly does lower consumer welfare, no matter what one assumes about the shape of the demand curve. To be sure, reasoning by analogy is less satisfactory than having a formal model for every possible demand curve. But no matter what the demand curve is, we know that the overall move from uniform pricing to perfect discrimination

\[ E \text{IN SHORT, OF THE THREE POWER EFFECTS PRODUCED BY TIES WITH MARKET POWER THAT DON’T FIT INTO MY EXCEPTION, THEORETICAL CONSIDERATIONS INDICATE THAT TWO OF THOSE POWER EFFECTS ALMOST SURELY REDUCE CONSUMER WELFARE AND THE THIRD LIKELY DOES SO AS WELL.} \]
lowers consumer welfare. We also know that the entire point of metering ties is to increase the perfection of price discrimination. While some movements that increase the perfection of price discrimination might not reduce consumer welfare, the sum of all movements that increase the perfection of price discrimination must, in aggregate, reduce consumer welfare, just like we know the driver whose final destination is east must go east more often than west, even though some of the movements in his trip might not. It thus seems likely that metering ties that increase the perfection of price discrimination on average reduce consumer welfare. Given that this analogy points in the same direction as the linear demand model, theoretical considerations certainly provide more reason to think that metering ties reduce consumer welfare than increase it. This conclusion gets even stronger if we include the costs of implementing and monitoring a tying scheme, which I omitted from my analysis to be conservative but which others have stressed.53

4. Summary
In short, of the three power effects produced by ties with market power that don’t fit into my exception, theoretical considerations indicate that two of those power effects almost surely reduce consumer welfare and the third likely does so as well. This more than suffices to conclude that theoretical considerations favor putting the burden of proof on the defendant. Moreover, even if theoretical considerations were too ambiguous, as Seabright insists, the burden should still be put on defendants because they have the best access to information about the efficiency and output effects of their ties. Finally, even if both those factors were ambiguous, we would have no more grounds to put the burden on the plaintiff than on the defendant, so it would make more sense to allocate the burden by sticking to stare decisis.

C. SEABRIGHT’S MISTAKEN ARGUMENTS AGAINST THE CURRENT CONSUMER WELFARE STANDARD
I argue that antitrust law correctly embraces a consumer welfare (i.e., consumer surplus) standard rather than a total welfare (i.e., total surplus) standard. Seabright raises various arguments against my use of a consumer welfare standard. None are valid. First, he argues that: “Professor Elhauge claims that producer surplus should essentially be given zero weight in social welfare, even though most of the arguments he gives for this conclusion (such as the higher average income of shareholders when compared to consumers) imply that they should be given a lower weight but still one greater than zero.”54 However, his characterization of my arguments is false. Of the five arguments I put forth for the consumer welfare standard, only one of them even arguably implies that
producer surplus should be given a lower weight, and even for this one the implication is incorrect.

The only one of my arguments that even arguably has this implication is the one that Seabright mentions: the argument that, given average incomes, a consumer welfare standard has beneficial distributive effects compared to a total welfare standard. But, in fact, even this argument does not imply that courts should give producer surplus some weight between zero and 1, nor that one should (as Seabright suggests in a footnote) vary the weight depending on the income of particular consumers and producers. Varying the weight of producer surplus is judicially inadministrable. Doing so depending on the wealth of particular consumers and producers is even worse because the economic literature proves that liability rules that vary with litigant income are less efficient at redistribution than income taxation. The reason is that while income taxes inefficiently discourage income creation, liability rules that vary with each litigant’s income discourage not only income creation, but also some efficient conduct regulated by the rule. Thus, even if (contrary to fact) the distributive point were the only argument, it would not imply that the law should change to adopt Seabright’s weighing approach. Instead, antitrust law should continue furthering distributive goals with a general rule that uses a consumer welfare standard, assuming one agrees, as Seabright admits is “probably correct,” that consumers generally have lower income than shareholders. A consumer welfare standard is not only far more administrable than Seabright’s weighing approach, but also does not penalize income creation because it does not vary the liability rule with each litigant’s income, whereas his weighing approach would. In any event, the point is moot because the other four arguments for a consumer-welfare standard obviate any need to weigh producer surplus at all.

Seabright simply ignores three of the other four arguments for a consumer welfare standard. (1) He does not dispute the point that antitrust law in fact requires a consumer welfare standard, which is true both in the United States and the EU. This point makes his arguments legally irrelevant to the issue of how courts should interpret tying doctrine. (2) Seabright also does not dispute my point that any conduct that truly enhances total welfare can generally be restructured to shift enough of the gain to consumers to advance consumer welfare while still profiting the producer. This point means that a consumer welfare test does not in fact require avoiding conduct that increases total welfare, but instead helps verify that the relevant conduct really does produce a net gain to total welfare by forcing producers to
put their money where their mouth is regarding the claimed size of efficiency gains.\(^6\) (3) While Seabright suggests that adjudicators should simply give different weights to consumer and producer welfare, he does not dispute my point that, in a world of concurrent antitrust jurisdiction, only a pure consumer welfare standard gives optimal enforcement incentives to the decisive regulator.\(^6\)

This point seems confirmed by the fact that the only court I know of to try a weighing approach approved a merger that it acknowledged would increase prices by 11% because most of the merging firms’ product was exported to foreign consumers, whose interests the court gave zero weight.\(^6\)

Seabright addresses my fifth argument for a consumer-welfare standard, but misunderstands it. What I pointed out was that those who argued that tying’s power effects usually increased total welfare were really only pointing out situations where they would increase \textit{ex post} total welfare, which is \textit{not} at all the same as overall total welfare.\(^6\) The reason is that some or all of the additional monopoly profits created by the power effects would be dissipated by \textit{ex ante} costs.\(^6\) The cases of interest are those where the difference in standards leads to different results, namely those where tying’s power effects reduce consumer welfare but increase \textit{ex post} total welfare, which means cases where the \textit{ex post} monopoly profit increase outweighs the consumer welfare harm. If some or all of that \textit{ex post} monopoly profit increase is dissipated by \textit{ex ante} costs, then the overall monopoly profit increase may well be smaller than the consumer welfare harm, in which case the tying power effect lowers total welfare even though it increases \textit{ex post} total welfare.

For example, let’s take the power effect that provides the best case for critics (and thus, not surprisingly, the one that many critics prefer to discuss to the exclusion of others): metering ties that create intra-product price discrimination. Suppose a market with linear demand in which, at a uniform monopoly price, consumer surplus is $100 million, monopoly profits are $200 million, and thus total welfare is $300 million. The models by myself and Nalebuff indicate that, at least for high numbers of tied items, allowing metering ties that create intra-product price discrimination would reduce consumer welfare by 19% and increase total welfare by 5%.\(^6\) This means that allowing metering ties would reduce consumer surplus by $19 million, increase \textit{ex post} total welfare by $15 million, and thus increase \textit{ex post} monopoly profits by $34 million. If more than $15 million (or 44%) of those additional \textit{ex post} monopoly profits would be dissipated by the \textit{ex ante} costs of all firms’ efforts to acquire that monopoly position, then a rule allowing such metering ties would result in an overall producer profit increase of less than $19 million, which is smaller than the consumer harm, and
thus would reduce total welfare even though it would increase ex post total welfare. The degree of dissipation required is even smaller if we consider metering ties with fewer tied items (because the ratio of consumer welfare loss to ex post total welfare gain is usually larger for them\textsuperscript{66}) or ties with the other two power effects (because their ex post total welfare effects are more ambiguous compared to their consumer welfare harm).\textsuperscript{67}

Seabright offers various responses to this argument, none of which are valid. First, he argues that this argument amounts to a claim that producer surplus “should be given a lower weight” than consumer surplus.\textsuperscript{68} But that is not what this argument shows. Instead, this argument shows that some or all of the nominal producer surplus increase is a mirage caused by failing to consider ex ante producer costs. This point is no different than saying that consumer surplus measurements should subtract the costs that consumers paid for the products. The point is about accurately measuring overall producer surplus, not about weighing it differently than consumer surplus.

Second, Seabright complains that I lack “any empirical backing” for my claim that the additional monopoly profits produced by tying will be dissipated by ex ante costs.\textsuperscript{69} But it is hard to see what he is complaining about because he admits: “That there is some such dissipation is not seriously disputed by economists.”\textsuperscript{70} His implication appears to be that I asserted that monopoly profits would always be completely dissipated. But that is not what my article says. To the contrary, I explicitly stated: “There are thus two possible cases. In cases where Judge Posner is right that 100% of monopoly profits are dissipated, then any ex post increase in monopoly profits effectively washes out ex ante, which means that the consumer welfare effects actually determine the overall total welfare effects. . . . In cases where Fisher is right, then some share less than 100% of monopoly profits are dissipated, which still means that tying that increases ex post total welfare will often decrease overall total welfare. It will do so whenever the consumer welfare harm exceeds the non-dissipated share of the monopoly profit gain.”\textsuperscript{71} Because Seabright never confronts my actual argument, he never explains what, if anything, he deems wrong about this analysis. Instead, he oddly complains that I don’t provide empirical proof for a proposition he admits is not seriously disputed.

Third, Seabright claims that my analysis is somehow rebutted by the fact that “there are also beneficial effects on innovation of competition to obtain market power, as is recognized in the patent system.”\textsuperscript{72} But this fact is perfectly consistent with my analysis. Indeed, I affirmatively base my analysis on it. What I pointed out, and Seabright ignores, is that the patent system has already considered this beneficial effect and set patent lengths on the assumption that: “Patent holders are entitled to the normal monopoly profits they make by selling their
patented goods, but are not currently entitled to extract more than those profits through tying.” Changing current tying doctrine to allow firms to use tying to get more than normal monopoly profits thus gives them more than what patent law determined was the optimal reward for their innovation.

Relatedly, Seabright suggests that my analysis is somehow in tension with the fact that “several scholars have found ‘U-shaped’ results, with some degree of market power being more beneficial to innovation and growth than either complete monopoly or a high degree of competition.” The literature that he cites is actually about an entirely different issue—the extent to which existing market power fosters more or less ex post innovation—whereas the relevant issue at hand is about whether the future prospect of gaining more than normal monopoly profits from successful innovations is necessary to induce optimal ex ante investments in innovation.

Moreover, on the relevant issue, my analysis affirmatively relied on an inverted U-shaped result proven by other economic literature that models competition to obtain patents. As I stated, this literature proves that there is a socially optimal fraction of the total surplus created by an innovation that the firm winning a patent should get in order to induce socially optimal investment in innovation. If the patent holder captures all of this total surplus with perfect price discrimination, then that would lead to socially excessive investments. Thus, as I said, “What keeps that fraction from being exceeded is precisely the fact that part of the total surplus is instead enjoyed by consumers, as the consumer surplus they earn at a uniform monopoly price.” On the other hand, if the patent holder received no fraction of this total surplus because no patent was recognized, then there would be socially insufficient incentives to invest.

Whether patent holders get the socially optimal fraction of overall total surplus will turn both on the patent length and the share of total surplus they get during the patent term. Currently, patent law attempts to achieve this optimal fraction by setting the length of patents on the assumption that, during the patent term, the share of total surplus received by patent holders will reflect normal monopoly profits, but will not reflect any additional profits that could be earned by using tying to extract the consumer surplus that buyers would earn at normal monopoly prices. Thus, the efforts by patent law to award the optimal fraction would be undermined if tying law were changed to allow patent holders to extract more than their normal monopoly profits during the patent term. This does not mean that anything that decreases the fraction earned by patent holders is desirable. To the contrary, I have equally objected to other proposals to deprive patent holders of some of those normal monopoly profits because such proposals would reduce their share of total surplus during the patent term below
the share that patent law assumed when setting the patent length. If we assume patent law has set patent length to achieve the optimal fraction, then changes that try to increase or decrease that fraction will necessarily move us away from the social optimum; i.e., away from the apex of the inverted U-curve. If patent law has not been set to achieve the optimal fraction, then the correct solution is to reform patent law systematically, rather than change antitrust or other laws to allow certain ad hoc deviations from the normal monopoly profits that patent holders are entitled to get during the patent term.

In short, even if we care only about total welfare, we have no basis to favor changing tying doctrine to allow ties that increase ex post total welfare by giving firms more than their normal monopoly profits at the expense of consumer welfare. If we assume patent law has already set the socially optimal patent terms, then allowing such ties will give patent holders more than the socially optimal fraction of total surplus, and thus will affirmatively reduce total welfare. In addition, if Judge Posner is right that 100% of any additional monopoly profits would be dissipated by ex ante costs, then allowing any tie that harms consumer welfare will, once again, reduce total welfare even if it creates enough additional monopoly profits to increase ex post total welfare. Finally, in cases where Professor Fisher is right that less than 100% of additional monopoly profits will be dissipated, then ties that increase ex post total welfare but reduce consumer welfare will still reduce total welfare unless the former effect sufficiently outweighs the latter, which is unlikely because the consumer welfare harm is generally stronger and less ambiguous than any ex post total welfare gain. Overall, then, when judging ties that allow firms to reap more than normal monopoly profits from their market power (i.e., ties that have one of the three power effects I identified), using a consumer welfare standard is more likely to further total welfare than using an ex post total welfare standard would.

D. CHANGING TO AN EX POST TOTAL WELFARE STANDARD WOULD HAVE LITTLE IMPACT ON PROPER TYING DOCTRINE

Even if one believed (despite all the above) that we should change antitrust law to adopt an ex post total welfare standard, it is striking what little difference that would make to proper tying doctrine. Because even critics like Seabright admit that ties with power effects can reduce ex post total welfare, there would still be no sound basis for any categorical rule of non-liability for either all ties (the Chicago view) or all ties without a substantial foreclosure share (the quasi-Chicago view). Instead, it would remain the case that court should stick with current tying doctrine, which balances power effects against efficiencies under
the misnamed quasi-*per se* rule. The only clear difference would be that the defendant could win by proving that the tradeoff resulted in a net improvement to *ex post* total welfare, rather than (as under current law) having to prove that the tradeoff resulted in a net improvement in consumer welfare. I already pointed this out in my initial article. The only other arguable difference would be that, under an *ex post* total welfare standard, the argument for changing the current burden of proof on efficiencies would be not be quite as weak as it is now under the consumer welfare standard used by current antitrust law.

Although changing antitrust law to adopt an *ex post* total welfare standard would make the argument for changing the current burden of proof somewhat less weak, this does not mean it would make that argument strong. Consider the three power effects that ties can have. Ties that extract individual consumer surplus would reduce *ex post* total welfare in the typical tying case where spending or valuation is significantly higher for the tying product than the tied product. Ties that achieve inter-product price discrimination across both products increase *ex post* total welfare only if demand strength relative to cost is high, and otherwise decrease *ex post* total welfare. Ties that achieve intra-product price discrimination on the tying product generally increase *ex post* total welfare unless the number of tied items is small or the buyers are intermediaries. The last power effect is the only one favorable to critics, which is why it is the one they like to focus on, but even this effect is smaller and somewhat more mixed than the decrease in consumer welfare, and does not apply when the buyers are intermediaries, which is actually typical in most tying cases. Considering the three power effects as a group, we have no reason to think that ties with market power are more likely to increase *ex post* total welfare than decrease it, and thus these predicted effects provide no reason to allocate the burden to plaintiffs even under a pure *ex post* total welfare standard. The reasons are even weaker if the *ex post* total welfare standard is advocated based only on the mistaken belief that it provides a closer proxy to overall total welfare than a consumer welfare standard. Given that the predicted consumer welfare decrease is stronger and more uniform and that, in at least some cases, an *ex post* total welfare increase will mean a decrease in overall total welfare given monopoly profit dissipation, the predicted total welfare effects if anything suggest the burden should be put on defendants.

Even if we ignore *ex ante* effects, the ambiguous *ex post* total welfare effects provide no reason to reallocate the burden of proof to plaintiffs for all ties with market power. Thus, even under a pure *ex post* total welfare standard, the proper burden allocation would turn on factors other than predicted effects. Those other two factors—*stare decisis* and allocating the burden to the party with the best access to the relevant evidence—support putting the burden of proof on the
defendant to show that the output-increasing efficiencies do offset the anticompetitive effects.

The most one can say is this: If antitrust law chooses to change to a pure ex post total welfare standard that ignores ex ante effects, and decides to change the burden of proof in tying cases to reflect only the most likely effects across a set of cases (without considering precedent or access to evidence), and elects to have different burdens of proof for different power effects, then in cases involving ties that are alleged to only increase intra-product price discrimination among final consumers, it makes sense to reallocate the burden of proof to plaintiffs on the issue of whether offsetting efficiencies outweighed anticompetitive effects enough to produce a net increase in ex post total welfare. But even in this case, the initial burden of production to show such offsetting efficiencies should be on the defendant because that burden should always be allocated based on who has the best access to the evidence. We would be switching the burden of proof only after that burden of production had been met, only for a limited set of tying cases based on a contestable view about how to allocate burdens of proof, and only if antitrust law first wrongly changed to a pure ex post total welfare standard.

In short, even if we spot the critics an undesirable change in both the antitrust welfare standard and the standards for allocating burdens of proof, the economic literature shows that the only change to tying doctrine that could possibly be warranted would be changing the burden of proof (but not production) on one subset of ties with market power. If this is the only doctrinal change that could even arguably be justified under the critics’ own (quite dubious) standards, then the once-mighty single monopoly profit theory is down to a minor quibble indeed.

III. The Crane-Wright Challenge

Although Crane and Wright mainly focus on a theoretical claim about bundled discounts, their Comment starts with some assertions about the relevant empirics and welfare standards. I thus address those assertions briefly before moving on to their theoretical challenge.

A. THE EMPIRICAL EVIDENCE DOES NOT SUPPORT CHANGING CURRENT TYING DOCTRINE

Unlike Seabright, who argues that the necessary empirical evidence does not exist, Crane and Wright make an affirmative claim that the empirical evidence shows that very few ties harm consumer welfare, stating: “the best available empirical evidence suggests the frequency of instances of bundled discounts and
tying arrangements resulting in harm to consumers as compared to those arrangements improving consumer welfare is very low.”87 They cite two articles for this empirical claim, but neither supports it. The cited articles do assert that bundling is usually efficient, but do so based on what one of the articles admits is “casual empiricism” rather than any rigorous empirical study.88 More important, the relevant question is not whether bundling is generally efficient, but whether the ties condemned by current tying law are generally efficient. After all, as I have noted, it would be improper to conclude that, because driving is generally desirable, the drunk driving condemned by law is generally desirable as well.89

Currently, tying law condemns only ties that (1) involve separate products, (2) have tying market power, and (3) lack any proven offsetting efficiency, and the cited articles provide no evidence that ties meeting those three conditions are generally efficient. To the contrary, their argument that bundling is generally efficient is based largely on bundles that exist on competitive markets,90 which would flunk not only the market power requirement, but also the separate products element necessary to have a tie at all, because two items are deemed a single product if they are routinely bundled in a competitive market under a test I elaborated in my portion of an antitrust treatise.91 The rest of their argument is based on the possibility of various efficiencies,92 which I fully acknowledge, but if offsetting efficiencies exist, the tie would not be condemned under current tying doctrine. No empirical evidence is presented in either cited article that the ties that are actually condemned under current doctrine generally benefit consumer welfare. To the contrary, one of the cited articles expressly acknowledges that we do not have empirical studies of the effects of antitrust actions that condemned ties.93

Moreover, even if Crane and Wright were right that most ties are efficient and that the conditions necessary for ties to be anticompetitive are rare,94 that is no reason to change current tying doctrine to adopt either the Chicago view that all ties should be categorically legal or the quasi-Chicago view that all ties without a substantial foreclosure share should be categorically legal. After all, Crane and Wright themselves explicitly acknowledge that ties and bundled discounts can create monopoly leverage, impose efficiency-reducing price discrimination, exclude competitors, and harm consumers.95 Thus, rather than adopt a categorical rule that denies the possibility of what they admit is possible, it is better to have a doctrine that makes case-by-case determinations of whether the necessary conditions exist for anticompetitive effects and whether they are offset by output-increasing efficiencies, which is precisely what occurs under current tying doctrine and is the approach I advocated.

Of course, one could argue that, although offsetting efficiencies often exist, it is hard for defendants to prove them.96 But the empirical evidence cited to sup-
port this claimed defendant inability is weak: it consists of the fact that, lacking access to “internal cost information,” two scholars were unable to establish cost savings in 2 of 3 case studies where they felt confident cost savings must explain the tie. But defendants would have access to precisely the internal cost information that these scholars lacked, and findings from 2 of 3 handpicked case studies is hardly sufficient to draw general empirical conclusions. Moreover, a balanced analysis would have to acknowledge it is also hard for plaintiffs to prove the absence of efficiencies and the existence of anticompetitive effects, so the relative difficulty of proof may not favor defendants.

In any event, even if one thinks that most cases covered by current tying doctrine involve efficiencies and that defendants have much more difficulty proving those efficiencies than plaintiffs have proving their absence, that would at most justify shifting the burden of proof on efficiencies to plaintiffs. It would not justify the categorical non-liability rules advocated by the Chicago or quasi-Chicago view. Nor has any rigorous empirical evidence been provided for the premises necessary to justify a change in the litigation burden of proof. Given that the policy burden of proof is on those who want to overrule decades of stare decisis, that burden has clearly not been met.

B. THE CRANE-WRIGHT ARGUMENT AGAINST A CONSUMER WELFARE STANDARD

Crane and Wright also argue against judging ties with market power under a consumer-welfare standard. They state that they object: “to Professor Elhauge’s claim that antitrust law has committed to a course that would require it to micromanage markets to identify and sanction instances of tying, bundling, and bundled discounts that reduce static consumer welfare. We believe such a policy would be counterproductive for consumers, unadministrable, and run afoul of antitrust law’s tolerance of simple monopoly pricing (which obviously reduces static welfare), and would be inconsistent with the Supreme Court’s antitrust jurisprudence.”

Their claim that my position conflicts with antitrust tolerance of monopoly pricing is quite mistaken. I explicitly noted that tying that merely extracts more profits out of monopoly power, rather than extending that monopoly power by excluding rivals, cannot be condemned as monopolization. Because monopoly pricing does not exclude rivals, it also cannot be condemned as monopolization, and because it involves no agreement or conditioned sale, it cannot be condemned under other antitrust provisions. In contrast, tying and
bundled discounts do involve agreements and conditioned sales and thus can be judged under doctrines other than monopolization. The Crane-Wright argument thus amounts to a claim that, if we allow monopoly pricing that has adverse welfare effects, we must allow agreements that have similar adverse welfare effects. That claim obviously conflicts with antitrust law not just on tying but on all agreements in restraint of trade, including horizontal price-fixing. Nor does their argument bear on the choice between a consumer or total welfare standard because their mistaken analogy to monopoly pricing would apply no matter which welfare standard were used.

The Crane-Wright claim that my approach would be unadministrable and contrary to antitrust jurisprudence is hard to square with the fact that current tying doctrine clearly does weigh any efficiencies of a tie against its anticompetitive effects, as does the rule of reason for all agreements in restraint of trade. Further, while the authorities I collected clearly establish that consumer welfare is the legal metric for making such a trade off, the Crane-Wright objection to the administrability of case-by-case rule of reason analysis would be equally applicable if total welfare were the metric. This argument thus also fails to bear on the choice of welfare standard. Instead, its logic amounts to a radical claim that all agreements in restraint of trade should be judged either per se legal or illegal, with no case-by-case rule-of-reason analysis under any welfare metric.

C. THE CRANE-WRIGHT ARGUMENT ON BUNDLED DISCOUNTS IGNORES THE FACT THAT BUYER COLLECTIVE ACTION PROBLEMS MAKE THEM PRICE-TAKERS

Crane and Wright mainly argue that bundled discounts cannot have the same power effects as tying. They reason that a firm cannot credibly threaten to charge an unbundled price that exceeds the monopoly price to buyers who refuse a bundle because carrying out that threat against noncompliant buyers would be less profitable to the firm than lowering its unbundled price to the monopoly level. Their claim here repeats Crane’s critique that a prior article by Nalebuff was invalid because it assumed that the seller could threaten an unbundled price that exceeded the monopoly price, which Crane asserted was not a credible threat for the same reason.

However, it is easy to show that a threat to charge an unbundled price that exceeds the monopoly price has as much (if not more) credibility than the conventional tying threat not to sell an unbundled product at any price, and that the Crane-Wright argument would thus imply that tying is also impossible, which is clearly untrue. To see why, let’s take the simple case of a market where each buyer has linear demand.
of $A - P$ and costs are zero. The monopoly price will thus be $P_m = A/2$, each buyer will purchase a quantity $Q_m$, and the consumer surplus for each buyer at this monopoly price will be the triangle marked “CSM.”

Suppose this monopolist used a conventional tie where it refused to sell this monopoly product at the monopoly price unless the buyer buys the tied product from it at a supra-competitive price. Then standard economic analysis finds that the buyer will accept the tie if CSM exceeds the consumer surplus lost (“CSL”) on the tied product from having to buy it at a supra-competitive price. The buyer will do so because the buyer gets more surplus by accepting the tie than by rejecting it. Thus, through tying, the monopolist can increase its profits per buyer from MPU (its monopoly profit at a uniform price) up to MPU + CSL.

Now suppose the monopolist instead imposes a bundled discount where the unbundled price $P_u$ exceeds $A$, the lowest price that chokes off demand, but the monopolist gives a “discount” of $P_u - P_m$ on the monopoly product to buyers who purchase the tied product at the same supra-competitive price as in the conventional tying case.
Then, just as in the conventional tying case, standard economic analysis finds that the buyer would accept the bundle if \( CSM > CSL \) because the buyer gets more surplus by accepting the bundle than by rejecting it, and the monopolist will thus increase its monopoly profit to \( CSM + CSL \). Under the Crane-Wright logic, the buyers would instead reject the bundle because the seller's threat to charge \( Pu \) to a non-compliant buyer is not credible given that the monopolist would make more money by caving to a rejecting buyer and selling the monopoly product at the monopoly price. But by that logic, one could equally say that buyers would reject any tie because the seller's threat not to sell the tying product at any price to a non-compliant buyer is not credible given that the monopolist would make more money by caving to a rejecting buyer and selling the tying product at the monopoly price. In either the tying or bundled discount case, the seller would lose the profits on selling to this buyer at a uniform monopoly price (MPU) by carrying out its threat. The cases are economically indistinguishable. Yet we know that tying threats can be sufficiently credible to induce buyers to accept ties, which Crane and Wright do not deny. Thus, bundled discounts must be equally credible when they make a threat that is economically indistinguishable from the tying threat.

What is the flaw in the Crane-Wright logic? It is that they have one-sidedly focused on the credibility of only the seller's threat, without considering the
credibility of their assumed buyer threat to reject the bundle. They simply assumed that all buyers have credibly rejected the bundle, so that the seller’s only choice is to sell at the unbundled price (which here results in no sales) or cave and sell at the monopoly price with the bundle. But, in fact, the buyer threat to reject the bundle is not credible because each buyer would lose CSM - CSL in consumer surplus if the buyer rejected the bundle. If the market had only one seller and one buyer, then one could imagine a bargaining game of chicken with unclear resolution, but in a typical market the seller faces many buyers who have a collective action problem. It is better for each buyer to accept than reject, and no single buyer’s rejection would cause the seller to deviate from a bundling strategy that increases seller profits by CSL to all other buyers. The seller is a unitary actor, but the buyers have a collective action problem. Thus, each buyer would accept the bundle and the seller need never carry out the threat or sacrifice any profits, as Nalebuff correctly concluded in prior work.106

Indeed, the seller’s threat has as much, if not more, credibility as conventional monopoly pricing itself. In the standard monopoly pricing case, the seller’s threat is to refuse to sell the product at any price unless buyers agree to pay the monopoly price. Under the Crane-Wright logic, the seller threat under monopoly pricing would not be credible because, if the buyer threatened not to buy the product unless the monopolist lowered the price below the monopoly price to some above-cost level, the monopolist would find it more profitable to sell at that above-cost price than to forego sales and lose all profits to that buyer. Thus, the Crane-Wright logic would imply that monopoly pricing itself is impossible, which again conflicts with commonplace observation. Instead, standard economics finds that monopoly pricing works because collective action problems among many buyers make them price takers.

Crane and Wright’s contrary logic thus conflicts with the standard economic observation that buyers are price takers in any typical market with many buyers. If we instead stick to this standard price-taker observation, then, in tying and bundled discount cases, buyers will accept because they prefer accepting the tied or bundled terms to doing without the tying product, just like buyers pay the monopoly price because they prefer paying it to doing without the product.

Now consider the case where the unbundled price is below the choke price, A. If a buyer rejected the bundle, it would not lose all of CSM, because rejecting buyers would buy some quantity $Q_u$ at the unbundled price $P_u$ and thus get their consumer surplus at the unbundled price, which is CSP$_u$. But if they are price takers, all buyers would accept the bundle as long as the difference between CSM and CSP$_u$, which in Figure 3 is $W + X$, exceeds the consumer surplus lost by purchasing the linked product at supra-competitive prices. The dynamic on the buyer side is precisely the same as the conventional tying case where buyers com-
pare CSM to CSL, with the only difference being that here the buyers compare $W + X$ to CSL.

On the seller’s side, the threat to charge $P_u$ to noncompliant buyers is no less credible than the seller’s threat in a conventional tying case. To the contrary, it is more credible. In the conventional tying case, carrying out the seller’s threat means not selling the tying product at all and thus sacrificing all of $Y + Z$. In the bundled discount case where $P_u < A$, carrying out the seller’s threat means selling the monopoly product at $P_u$ and getting $Q_u$ in sales, thus earning $W + Y$ rather than $Y + Z$. The profits that would be sacrificed if this threat ever had to be carried out are thus just $Z - W$, which is much smaller than $Z + Y$. Thus, if a buyer rejected a bundled discount where the unbundled price was lower than the choke price, carrying out the seller threat would require much less of a profit sacrifice than carrying out a conventional tying threat, making the bundled discount threat, if anything, more credible. Accordingly, if one thought (like Crane and Wright) that the credibility of the seller threat mattered, then the threat to charge an unbundled price that exceeds the monopoly price (but is below the choke price) is clearly more credible than the threat under conventional tying (or monopoly pricing) not to sell the product at any price. In fact, buyers have a collective action problem that makes them price takers, so buyers in either case will accept the bundle, and the seller will never have to carry out the threat.
The rest of Crane and Wright’s arguments about the credibility of an unbundled price that exceeds the monopoly price all rest on their mistaken premise that buyers would respond by rejecting the bundle, thus forcing the seller to sacrifice profits and lose sales to rivals or substitute products. In reality, no profit sacrifice is required because price-taking buyers will accept the bundle, which increases seller profits. Nor does the above analysis change if we assume that the seller has rivals in the tying market or that the tying product has substitutes. The existence of rivals and product substitutes will simply affect the shape of the seller’s firm-specific demand curve. As long as that firm-specific demand curve has a downward slope—that is, as long as the seller has tying market power—then buyers who buy from that firm will get some consumer surplus at the profit-maximizing price for the tying product, and all the analysis above will continue to hold. (I already pointed this out in analysis that Crane and Wright do not address.) Accordingly, the seller can offer a tie or bundled discount that all its buyers will accept because the consumer surplus that each buyer would lose by rejecting the bundle exceeds the consumer surplus that each buyer would lose by accepting it. The bundling seller with market power thus need not sacrifice any profits nor lose any sales to its rivals or substitute products.

The above focuses on bundled discounts that extract individual consumer surplus, but we can say much the same about the credibility of bundled discounts that cause the other two power effects. For bundled discounts that cause inter-product price discrimination, the economic literature has already mathematically proven that bundled discounts are more profitable for the seller than a pure tie and that sellers will maximize profits by setting the unbundled price above the but-for price for any product over which it has market power. Crane and Wright offer no rebuttal to these mathematical proofs.

For bundled discounts that create intra-product price discrimination, if the unbundled price exceeds the choke price, then the bundled discount is economically equivalent to a tie. Thus, the threat to charge the unbundled price to buyers who refuse the bundle has precisely the same credibility as the conventional tying threat of refusing to sell the tying product at any price to buyers who do not accept the bundle. If the unbundled price is lower than the choke price, then the price discrimination effects are the same as tying for any buyers who value the tying product less than the unbundled price. Consider Figure 3 again, but with $Q$ now meaning the number of buyers who purchase the tying product, and assume each buyer purchases only one unit of a tying product whose value correlates with usage of a tied product. This bundled discount could not price discriminate among the buyers from 0 to $Q$, because those buyers could always avoid any effort to extract the portion of their valuation above $P_u$ by just purchasing the tying product at $P_u$. But this bundled discount could achieve precise-
ly the same profitable price discrimination effects as tying for the buyers who value the tying product less than \( P_u \). Again, this threat is, if anything, more credible than conventional tying, because if buyers were to reject the bundled discount, the seller only loses \( Z - W \), whereas if buyers were to reject a conventional tie, the seller would lose \( Y + Z \). However, because buyers are price takers in any market with many buyers, in fact buyers who value the tying product less than \( P_u \) would accept the bundle as long as the surcharge on the tied product did not exceed the consumer surplus each buyer enjoyed on the tying product, just as they would with a conventional tie.

**D. BUYER-INITIATION DOES NOT DISPROVE ANTICOMPETITIVE EFFECTS**

Crane and Wright also argue that buyers may initiate bundled loyalty discounts that create efficiencies.\(^{111}\) However, buyer initiation of bundled or unbundled loyalty conditions does not disprove anticompetitive effects because such conditions can raise market-wide prices when they cover a sufficient share of the market, and the lions’ share of that market-wide price increase is externalized onto other buyers in the market.\(^{112}\) Even more of that market-wide price increase is externalized if the buyers are intermediaries who pass most or all of the price increase on to downstream buyers.\(^{113}\) Because of that externality, entering into a loyalty agreement in exchange for side-payments or some trivial discount from the elevated market price will be individually profitable for each buyer, even though the externality means it is harmful to buyers collectively. Each buyer thus has individual incentives to enter into loyalty agreements even though the result of all of them following those individual incentives is that all buyers are harmed.

Whether buyers initiate such a loyalty agreement is thus irrelevant because the same externality problem that makes it individually profitable for buyers to accept an anticompetitive loyalty condition also makes it individually profitable for buyers to initiate an anticompetitive loyalty condition that harms all buyers collectively.\(^{114}\) Buyer initiation is thus no more relevant than voluntary action is in any other situation where externalities exist. For example, in the classic tragedy of the commons, each cow herder initiates bringing too many cows to the commons because each considers only the individual benefit of doing so and ignores the harm to other cow herders, but this does not alter the inefficiency of them doing so. Likewise, individuals may initiate littering because they ignore the effects of their littering on others, but this does not alter the desirability of laws against littering to prevent everyone from initiating littering that collectively harms everyone.

Crane and Wright argue that this externality problem is inapplicable to bundled loyalty discounts procured by Group Purchasing Organizations (“GPOs”) or
Pharmacy Benefit Managers ("PBMs") because those groups can solve the collective action problem among their members. But their argument falters on two scores. First, even Crane and Wright admit that intermediate buyers may initiate anticompetitive loyalty agreements because they pass the price increase on to downstream consumers. GPOs and PBMs have even more incentive than intermediate buyers to initiate anticompetitive loyalty agreements because GPOs and PBMs don’t purchase the product at all, but rather serve as brokers who earn a percentage of the purchase price, and thus have affirmative incentives to agree to loyalty conditions that increase market prices. Second, even if one thought that GPOs and PBMs perfectly represented their downstream purchasers, each GPO or PBM would still externalize most of its agreement’s adverse effect on market prices onto other groups and downstream purchasers. Under U.S. guidelines, each GPO must keep its share of purchases in any market below 35% to avoid possible challenge for being an illegal horizontal combination. Thus, each GPO externalizes 65% or more of the market harm caused by its agreement to an anticompetitive loyalty agreement. The largest PBM has a smaller market share than the largest GPO and thus would externalize even more of the market harm that would be caused if it agreed to an anticompetitive loyalty agreement.

Crane and Wright also assert that, although customer-initiated bundled discounts can harm consumers, they can do so only if they create predatory below-cost discounts that exclude rivals. However, as the economic literature shows, and as I explained in my article using concrete illustrations, above-cost bundled loyalty discounts can harm consumer and total welfare by raising the costs of equally efficient rivals or by excluding less efficient rivals who would otherwise constrain market prices. Further, the economic literature also shows that above-cost bundled loyalty discounts can—without excluding rivals or reducing rival efficiency—reduce the incentives of firms and their rivals to compete on price, which rivals may have no incentive to undo because it is profitable for them. Crane and Wright simply provide no substantive response to this economic literature.

Finally, Crane and Wright rely heavily on a recent article by Professors Benjamin Klein and Kevin Murphy that argues that retailers may have incentives to initiate exclusive dealing agreements in differentiated product markets. In essence, Klein and Murphy argue that, in such a differentiated market, bidding for an exclusive contract with a retailer can increase the relevant demand elasticity by combining downstream buyers with high and low valuations for the seller’s product. This, they argue, will cause sellers to price at cost and result in a gain in consumer surplus that outweighs the lost product variety. Crane and Wright argue that this analysis can be extended by analogy to bundled loyalty agreements.
discounts that are initiated by buyers. But there are several problems with this line of argument.

First, the Klein-Murphy model is problematic. Under their model, the two sellers in a differentiated market would sell at cost and earn zero profits if they used exclusive contracts, but would sell at prices that were double their cost if they did not. Given that premise, it is hard to see why the sellers would be willing to bid on an exclusive basis, let alone why, as Klein and Murphy assert, sellers would have “the exact same motivation” as retailers to initiate exclusive bidding. Under their model, exclusive contracts harm the sellers and thus any seller with market power would avoid them. A seller who agrees to bid on an exclusive contract would earn zero profits and thus earn just as much by not bidding. The seller can thus costlessly threaten not to bid on an exclusive contract, and the retailer cannot credibly respond by insisting on an exclusive contract because doing so would mean buying exclusively from the other seller at a monopoly price (given the resulting lack of competitive bidding). Further, while the sellers have market power, the retailers are plentiful and will suffer from a collective action problem that makes them price takers, not entities who can insist that sellers with market power bid on the basis that is most advantageous to retailers. The Klein-Murphy model seems to oddly flip the assumption about who the price taker is when a seller has market power in a market with many buyers.

Even if we posit that, for some reason, retailers can credibly threaten not to buy from a seller with market power unless the seller bids on an exclusive basis that results in zero seller profit, such retailers could, with equal credibility, threaten not to buy from the seller unless it bids at cost on a non-exclusive basis. Each seller would, in this scenario, sell half of the retailer’s demand at cost, but if Murphy and Klein are right that each seller would prefer to sell all of the retailer’s demand at cost rather than not sell to the retailer at all, then each seller would also prefer to sell half of the retailer’s demand at cost rather than not sell to the retailer at all. Retailers would be better off buying at cost on a non-exclusive basis because that increases the satisfaction of their consumer’s varying brand preferences compared to buying at cost on an exclusive basis. Thus, if retailers had the ability to credibly insist on bids that led to seller prices that equaled cost, retailers would be better off doing so without any exclusivity.

Second, even if the Klein-Murphy model were convincing on single-product exclusive contracts, one cannot simply extend it by analogy to bundled loyalty discounts. Other models that have analyzed bundled loyalty discounts in differentiated markets find that they produce an inefficient product mix and excessive bundling.
Third, even if the Klein-Murphy model were convincing and applicable to bundled loyalty discounts, it shows that retailer-initiated exclusive contracts can lead to efficiencies only under very particular assumptions about market differentiation and costs, not that exclusive contracts always or usually do so, let alone that any efficiencies always or usually outweigh any anticompetitive effects. If a particular bundled loyalty discount actually did create such efficiencies, then the test I propose would fully consider them.\textsuperscript{132} The Crane-Wright analogy to the Klein-Murphy model thus provides no reason to deviate from my suggested test for bundled discounts.

IV. THE NALEBUFF MODELS

Nalebuff’s Comment makes a major contribution to modeling imperfect price discrimination created by metering ties. This is just the sort of article I searched for when I wrote the section of my article on that power effect, and if it had existed earlier, it could have saved me a lot of time. However, the Nalebuff Comment does proceed on a misapprehension about my claim regarding metering ties. Correcting that misapprehension shows that his models support my actual position. To the extent our models diverge on some details, I think my model better captures the imperfect price discrimination produced by real metering ties by assuming that: (1) buyers purchase a whole number of tied units, rather than infinitely divisible fractions of tied units (as he assumes), and (2) buyers have varying valuations, rather than the same valuation for tied product usage over the relevant range (as some of his models assume).

A. THE MISAPPREHENSION

As Nalebuff correctly observes, metering ties are just one of the three power effects that I considered in assessing the overall effects of ties, and I argued that we should focus on consumer welfare, or at least total welfare, rather than on ex post total welfare.\textsuperscript{133} Thus, my defense of current tying doctrine holds on these grounds whether or not metering ties usually increase ex post total welfare.

However, Nalebuff incorrectly states that I also claimed that the imperfect price discrimination produced by metering ties usually reduces ex post total welfare.\textsuperscript{134} That is not what I said. My claim was that: “Imperfect intraproduct price discrimination actually reduces ex post total welfare by misallocating output, unless that inefficiency is offset by an output-increasing efficiency.”\textsuperscript{135} Although I pointed out cases when an offsetting output-increasing efficiency would not
exist, I did not deny that they can or usually exist. Quite the opposite, I found that (assuming linear demand and equal-sized groups) a metering tie “lowers ex post total welfare for 2 or 3 tied units, but increases it for 4 or more units,” with the ex post total welfare gains “ranging from 0.4% to 9% and converging on 4.85% for large numbers of tied units.” My argument was not based on a claim that metering ties generally reduce ex post total welfare, but was rather that: “in those cases where tying-induced price discrimination does increase ex post total welfare, the defendant should be able to prove an output-increasing efficiency. . . . Indeed, if (by hypothesis) the critics were right that the relevant legal welfare standard is ex post total welfare, then that would be the standard the quasi–per se rule applies to determine whether the efficiency offsets the harm, and the quasi–per se rule would never condemn a tie that increased ex post total welfare.”

Thus, even if ex post total welfare were the right standard, a conclusion that metering ties usually increase ex post total welfare would not justify replacing current doctrine with a categorical rule of legality for metering ties, because such a categorical rule would instead wrongly assume that metering ties always increase ex post total welfare. Even less would such a conclusion justify replacing current doctrine with a categorical rule of legality for all ties with power effects, given that the other two power effects are less likely to have positive effects on ex post total welfare.

Further, I pointed out that consumer welfare is actually the right standard, and that the same theoretical considerations that suggest metering ties might usually increase ex post total welfare mean they are even more likely to reduce consumer welfare. Finally, I showed that even if the proper standard were total welfare, there is no reason to fixate on ex post total welfare, which in tying cases probably correlates less well to total welfare than consumer welfare does.

That was the policy argument, no part of which relied on a claim that metering ties usually reduce ex post total welfare. With my actual policy argument in mind, let’s consider Nalebuff’s three models.

B. NALEBUFF’S BASELINE MODEL

In his baseline model, Nalebuff assumes that each buyer values the tying product in direct proportion to the number of tied units they use and that each buyer puts the same value as other buyers on each usage. Given these assumptions, a tie that prices those tied units at that value amounts to perfect price discrimination. Nalebuff correctly acknowledges this and that, in reality, “price discrimination is usually imperfect.” However, he argues that this baseline model provides
some intuition for the claim that metering ties “will typically increase \textit{ex post} total welfare and decrease consumer welfare.”\textsuperscript{144} Nalebuff mistakenly thinks I disagree with this claim,\textsuperscript{145} but in fact I confirmed it in my own model of metering ties. My argument was instead that: (1) this intuitive analogy did not mean that the metering ties that are actually condemned by current tying doctrine would usually increase \textit{ex post} total welfare, because that doctrine permits metering ties that have offsetting efficiencies,\textsuperscript{146} and (2) this intuitive analogy did not support the critic’s claim that the consumer welfare effects of metering ties were more ambiguous than the \textit{ex post} total welfare effects.\textsuperscript{147} Nalebuff does not address the first argument, but supports me on the second because he affirms that metering ties “typically . . . decrease consumer welfare.”\textsuperscript{148}

Nalebuff also argues that this baseline model does a surprisingly good job of describing the tie of printer heads to ink that was at issue in \textit{Illinois Tool Works v. Independent Ink}.\textsuperscript{149} I’m not sure about that; it seems to me quite plausible that different customers would use printer heads to print different amounts and value what they printed differently. Indeed, in his amicus brief in \textit{Illinois Tool Works}, Nalebuff argued against the metering tie in that case based partly on his conclusion that, given customer variation, the tie would produce only imperfect price discrimination that could not be assumed to increase efficiency.\textsuperscript{150}

But suppose Nalebuff is now right in his characterization of \textit{Illinois Tool Works}: what are the implications? One implication is that such a perfect metering tie totally eliminates all consumer surplus.\textsuperscript{151} Because consumer welfare is the actual legal standard, that implication resolves the economics that are relevant to the law. Although Nalebuff’s Comment suggests it might be better to use some weighed sum of producer profits and consumer welfare,\textsuperscript{152} such an approach would raise the problems already detailed above in Part I. Further, Nalebuff’s amicus brief in \textit{Illinois Tool Works} agreed with me that consumer welfare is actually the correct standard as a matter of both law and policy.\textsuperscript{153}

Another implication is that a perfect metering tie reduces total welfare, even though it increases \textit{ex post} total welfare. The reason is that, while there is some debate about precisely what fraction of total surplus to give innovators in order to maximize total welfare, we know that giving 100\% of total surplus to the successful innovator produces excessive investment and reduces total welfare.\textsuperscript{154} That is, we know, as discussed above, that the curve does not constantly increase up to 100\% but is instead an inverted-U.\textsuperscript{155} Thus, to the extent that metering ties like in \textit{Illinois Tool Works} do produce perfect price discrimination, they will reduce total welfare, even though they maximize \textit{ex post} total welfare.\textsuperscript{156}
Nalebuff’s baseline model thus provides no basis to conclude that metering ties likely increase total welfare. A superficial reading of Nalebuff might suggest otherwise, but he is careful to explain that he is using the term “total welfare” to refer only to “ex post total welfare,” and that he has not considered ex ante effects. Moreover, his baseline model also shows a clear decline in the consumer welfare that his prior work acknowledged is the correct antitrust standard.

C. NALEBUFF’S MODEL I

The model that Nalebuff’s paper discusses the most is his Model I, which is very similar to my own model of metering ties with the exception that Nalebuff assumes buyers make a continuous choice about how many tied units to buy, whereas I assumed buyers make discrete choices. That is, whereas I assumed buyers can buy 1, 2, 3 or some other whole number of cartridges, Nalebuff assumes buyers can also buy 1.1 or 2.26 cartridges or any other infinitely divisible fraction of cartridges. This permits Nalebuff to offer a more mathematically powerful proof than I could. However, it also means his model deviates more from reality because in fact buyers cannot buy fractions of cartridges. Nor can buyers purchase fractions of other tied product units; if they could, then by definition whatever minimum fraction they could buy would be the tied “unit” used in my model.

Nalebuff’s model comes in two flavors, both of which confirm my own conclusions about the likely welfare effects of metering ties. In one version, Nalebuff assumes that buyers can buy any fraction of tied units, even less than one tied unit. Because, in his model, buyers are basically choosing among an infinite number of tied unit choices, his results are, not surprisingly, quite similar to my findings when the number of tied units is very large, as the following table shows. Nalebuff’s conclusions thus strongly confirm my own for large numbers of tied units. In particular, Nalebuff and I both find that metering ties reduce consumer welfare by almost 19%, which supports presumptive condemnation under the consumer welfare standard used by antitrust law.

<table>
<thead>
<tr>
<th></th>
<th>Elhauge Model Conclusion (for large numbers of tied units)</th>
<th>Nalebuff Model I Conclusion (for infinitely divisible tied units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumer Welfare</td>
<td>-18.85%</td>
<td>-18.75%</td>
</tr>
<tr>
<td>Total Welfare</td>
<td>+4.85%</td>
<td>+4.88%</td>
</tr>
<tr>
<td>Tying Product Output</td>
<td>+39.79%</td>
<td>+39.66%</td>
</tr>
<tr>
<td>Tied Product Output</td>
<td>-2.29%</td>
<td>-2.29%</td>
</tr>
</tbody>
</table>
In the other version of Nalebuff Model I, he assumes that buyers have to buy at least one tied unit but can buy any fraction of units above one. Here, he finds that \textit{ex post} total welfare effects are positive only if the number of tied units exceeds 4.58. I found that the \textit{ex post} total welfare effects are positive only if the number of tied units is 4 or higher. Thus, Nalebuff’s latter model is quite consistent with my findings and indicates that, if anything, my model is slightly conservative about when metering ties are likely to reduce \textit{ex post} total welfare.

Nalebuff and I both find that, even if metering ties increase \textit{ex post} total welfare and tying product output, they decrease the number of tied products used. As Nalebuff notes, this was a surprising result, and I am glad his analysis confirms it. However, because usage of the tied product is what correlates with actual productive output in a metering tie, this result does cut against metering ties for those who think that antitrust should focus on the extent to which restraints increase or decrease productive output. Further, in the real world (unlike in our model) there are real costs to making the tying product, so that productive efficiency seems likely to be adversely affected to the extent that metering ties result in the increased creation of costly tying products that are utilized less often.

I should caution also that both of our models depend on the assumption that, at a competitive tied product price, the number of tying product buyers who would use a low amount of tied units equals the number of buyers who would use a medium or high amount. Although this assumption is a useful heuristic, it often may not hold. One may reasonably think that buyers who would use many tied units would be more enthusiastic about the tying product and that there would thus be more of them. If so, then that will increase the size of the groups that use many tied units, which means that metering ties will have worse effects on consumer welfare and total welfare. Or one might think that buyers are likely to reflect a normal bell-shaped distribution where buyers who use a medium amount of tied units are more likely than buyers at either extreme. In that case, I conjecture (but have not proven) that the welfare effects of metering ties would be worse because a uniform price would generally result in sales to the medium buyers and there would be relatively fewer low unit buyers picked up by metering ties.

This last paragraph doesn’t mean that one can assume that metering ties will usually decrease \textit{ex post} total welfare. It simply means that, even if one thought that \textit{ex post} total welfare were the correct standard, one should not over-read our models as showing that metering ties always increase \textit{ex post} total welfare unless the number of tied units is fairly small. Metering ties may well often or usually decrease \textit{ex post} total welfare under different assumptions about the distribution of buyers who use low, medium, and high amounts of tied units. Thus, even if the law were to switch to an \textit{ex post} total welfare standard, the law should stick to
judging metering ties under current tying doctrine, which makes case-by-case judgments that can reflect varying buyer distributions.

D. NALEBUFF MODEL II

In his final model, Nalebuff assumes that each customer has a declining marginal value for usage of the tied product such that each “customer of type $a$ values the $q$th copy at $a - q$.” This assumption allows customers to have a range of valuations for the first tied unit they buy. But by assuming that buyers keep buying units of the tied product until the valuation of the last unit they buy equals the tied product price, this model assumes that all buyers have precisely the same valuation for the last tied unit they buy, as well as the same valuation for the penultimate unit, and so on until we get up to the value of the first unit (that is, $a$) for any customer group. Thus, for small increases in the tied product price, the model effectively assumes that all buyers will have the same valuation for the marginal tied product usage affected.

Nalebuff Model II accordingly assumes a lot more uniformity about valuation than my model or Nalebuff Model I, which assumed that buyers within and across groups had different valuations for usage of the tied product. Instead, Nalebuff Model II assumes uniformity in buyer valuation for small increases in the tied product price, which is the relevant price range considered in this model. His Model II thus effectively assumes a form of quasi-perfect price discrimination that comes close to Nalebuff’s baseline model. Not surprisingly, Model II thus leads to the similar result that small increases in price discrimination via metering ties always increase ex post total welfare. Although Nalebuff also says that the effect on consumer welfare is ambiguous in his Model II, his Theorem 5 and Appendix do not claim to have proven the consumer-welfare effect is ambiguous. Instead, he infers this ambiguity in consumer-welfare effect from the fact that the tying product price decreases while the tied product price increases. But that is also true for tying-tied product pricing under the perfect price discrimination produced by metering ties with constant valuation per tied unit, and we know that such ties unambiguously reduce consumer welfare, so parallel conclusions about pricing for metering ties that imperfectly price discriminate do not suffice to prove that their consumer-welfare effects are ambiguous.

The reader will have to judge for himself or herself the plausibility of the Nalebuff Model II assumption that consumers keep using printer cartridges up until the point when the value of printing equals the cartridge price, so that all consumers value the last thing they print precisely the same. My own sense is to the contrary, that I (and those I know) value the last thing we print at way more than the marginal price of printing, and we stop printing instead because we
have no use for an additional unit. To be sure, there must be some marginal buyers in the market who value the last thing they print at the marginal price of printing, or else the cartridge price would increase. However, I suspect most of us are infra-marginal (like most of us in most markets) and enjoy consumer surplus even on the last cartridge we use. Further, I suspect that the amount of consumer surplus we enjoy on that last cartridge varies considerably. If so, that makes a model like mine or Nalebuff Model I more appropriate than Nalebuff Model II.

The situation might be different when the buyers are intermediaries whose usage of the tied product creates a downstream output whose valuation largely reflects a common downstream market price. In those cases, each buyer might keep expanding usage/output until valuation reflects the marginal tied product price. But when the buyers are intermediaries rather than consumers, then there are other reasons (not considered by Nalebuff or any of the other Comments) to conclude that tying-induced price discrimination is likely to reduce both consumer welfare and ex post total welfare.\textsuperscript{168}

V. THE FIRST FUNDAMENTAL QUESTION

Professor First raises a more fundamental question: should the goal of antitrust be limited to enhancing welfare at all? Instead, he argues for considering multiple goals, including: (1) consumer welfare, (2) producer welfare, (3) preserving the competitive process, (4) consumer choice, (5) innovation efficiency, (6) preventing firms from getting “too big to fail,” and (7) other distributive concerns.\textsuperscript{169} Applying these goals, he concludes that I am right to defend the current quasi-per se rule, but wrong to recognize an exception to it.\textsuperscript{170} I am glad to have his support for my major conclusion, but find myself in disagreement with his multi-goals approach and with his rejection of my exception.

A. THE MULTI-GOAL APPROACH

I disagree with First’s multi-goal approach at both the wholesale and retail levels. My wholesale objection is that using such a mélange of goals makes the analysis entirely indeterminate. One person might apply this set of goals to ties and reach one conclusion, another might reach the opposite conclusion, and there would be no real way to choose between them. Nor is the problem limited to the fact that different people would reach different judgments. Even if we imagined only a single adjudicator, the rejection of any overarching goal means we would have no common metric for weighing each of the multiple goals, making them incommensurable. Making tradeoffs among such incommensurable goals is like asking whether a car is bluer than it is fast; the question has no real answer (unless we made the characteristics commensurable by measuring their contribution to an overarching goal like consumer preference.
satisfaction). The sheer multiplicity of goals thus means the goals will provide no real guidance in resolving doctrinal issues. We will instead be back to making conclusory judgments based on raw intuitions about whether tying or other conduct seems good or bad.

At the retail level, the problem is that each of the stated goals beyond consumer welfare is unhelpful because each is unpersuasive when it conflicts with consumer welfare. Let me address each of First’s additional goals in turn.

1. Producer Welfare
First argues “we can’t be completely indifferent to what happens to producer surplus. How else to understand antitrust’s continuing concern for efficiencies?”\(^{171}\) This question is easy to answer. We should understand antitrust as being concerned about efficiencies only to the extent they are passed on to consumers to a sufficient extent that they improve consumer welfare. This is precisely what antitrust law provides.\(^{172}\) There are also several sound policy reasons not to weigh producer surplus against consumer surplus, which I detailed in Part I.

2. The Competitive Process
As First acknowledges, the goal of preserving the competitive process is “poorly defined.”\(^{173}\) But the problem is not merely vagueness at the edges. The competitive process goal is vacuous at its core because sometimes decreasing the number of competitors and increasing collaboration among them is treated as worsening the competitive process and sometimes it is treated as improving it.\(^{174}\) The only way to make sense of this pattern is to realize that what drives the results is not some freestanding notion of process, which would indicate that all those cases should be condemned because they reduce the process of competition. Instead, the results turn on whether the relevant conduct likely increases or decreases consumer welfare. The “competitive process” conclusion is simply a label applied to signal whether a court has concluded the conduct seems likely to increase consumer welfare or not. It thus adds nothing useful to a consumer-welfare standard. Indeed, the vacuity of the competitive process standard for judging issues of tying doctrine seems neatly illustrated by the fact that, while First apparently concludes it favors retaining the current quasi-per se rule, precisely the opposite conclusion is reached by Gregory Werden, the main current champion of the competitive process standard.\(^{175}\)

In response, First does not so much defend the competitive process standard as cite Werden’s arguments that consumer welfare is also poorly defined, mainly because Werden claims that a consumer-welfare standard is inconsistent with the
fact that antitrust law condemns buyer cartels.\textsuperscript{176} But as I already explained: “Condemnation in such cases is perfectly consistent with a consumer welfare standard because, if such conduct affects consumer welfare at all, the effect can only be negative. Allowing the anticompetitive \ldots creation of upstream market power could only reduce output and market choices in the downstream consumer market not only currently, but also in the future by making firms less willing to enter such markets.”\textsuperscript{177} That is, buyer cartels lead to subcompetitive upstream prices which lower upstream output to subcompetitive levels. That reduced upstream output will be passed on downstream, because one cannot sell output that does not exist or make it from inputs that don’t exist. But the reduced upstream price will not be passed on downstream because the downstream price will be determined by the lower downstream output, which will raise downstream prices.

So, even though it seems counterintuitive, upstream monopsony power that reduces upstream prices will increase downstream prices to the extent it has a downstream effect. This effect could certainly be muted to the extent that the firms in the upstream buyer cartel lack downstream market power as sellers. But it would not be entirely eliminated unless downstream rivals of the cartel members really have infinitely elastic supply, which is rare. In any event, even if the effect can be muted and sometimes eliminated by downstream rival expansion, the direction of any effect is bad for downstream consumers. That is, the upstream buyer cartel either harms downstream consumers or has no discernable effect on them, but it doesn’t ever benefit downstream consumers. Because the only possible effect on downstream consumers is negative, it makes perfect sense to condemn the conduct under a consumer-welfare standard.

Even if we imagine some product for which there is no new output—like some set of famous old paintings—allowing buyer cartels could only reduce the willingness of other artists to produce new paintings. The reason is that the prospect that future buyer cartels would be allowed to suppress resale prices (once the new paintings become old) would reduce the new paintings’ expected value and thus would reduce the initial price the first buyer would be willing to pay for any new painting. Thus, allowing buyer cartels that were nominally directed only at old paintings could only decrease the output of new paintings and harm consumer welfare.

As the above suggests, a consumer-welfare standard does not require proving a harm to consumer welfare in each case. Sometimes antitrust uses rules rather than standards, and given the possible harm to consumer welfare and lack of any possible benefit to it, there is nothing wrong with a per se rule that condemns all buyer cartels without requiring proof in each particular case of a harm to consumer welfare. Using such a rule does not alter the fact that “consumer welfare is
the ultimate metric used to design antitrust laws, whether they take the form of rules or standards.\footnote{178}

In the end, I am not sure First disagrees with me on this point because he ultimately acknowledges that by “the competitive process” he means “processes that are likely to achieve the results that consumer surplus tries to measure.”\footnote{179} That appears to agree with my conclusion that “courts judge whether conduct worsens the competitive process by whether it produces a process that is likely to harm consumer welfare.”\footnote{180} But if one agrees with that, then it seems to me that the competitive process notion is not an independent goal and does no useful work. To the contrary, it just obscures the ultimate welfare question. One might as well proceed directly to analyze whether the challenged conduct or class of conduct seems to be the sort that is likely to harm consumer welfare, and whether a standard that looks at each case or a rule that applies to a category of cases seems the best approach for advancing consumer welfare.

3. Consumer Choice

Consumer choice is an important goal, but only because it bears on consumer welfare. If conduct reduces consumer choice, then absent some offsetting benefit, that will tend to reduce the satisfaction of consumer preferences and thus lower consumer welfare. To the extent the consumer choice goal is meant to be a corrective to the view that the only way to harm consumer welfare is by raising prices, then I think it is all to the good. But I don’t think this means consumer choice should be pursued as a goal even when it conflicts with consumer welfare. Instead, the consumer choice goal is just a factor that should be considered only to the extent it affects consumer welfare. While consumer choice is certainly relevant to consumer welfare, the latter remains the ultimate standard.

The scholars that First cites for the consumer choice goal, Neil Averitt and Robert Lande, seem to agree with me about its subordinate relevance because they do not claim it is a goal distinct from consumer welfare. Instead, they argue that often “[t]here is no good way to assess consumer welfare ... without considering the non-price choice issues.”\footnote{181} This leads them to conclude that: “The consumer choice model of antitrust ... explains ..., better than the price or efficiency models can, why antitrust is good for consumer welfare.”\footnote{182} Moreover, one of those scholars, Robert Lande, has argued strongly for a consumer-welfare standard.\footnote{183}

To test whether consumer choice should be a freestanding goal, rather than a subordinate factor relevant to consumer welfare, the cases of interest are those where the goals conflict. In particular, consider a tie that reduces consumers’ ability to chose the tying and tied products separately, but also creates some efficiency that is sufficiently passed on to consumers that it enhances consumer wel-
fare. First apparently believes that in such a case the consumer choice goal would be thwarted because consumers are “denied a choice they might prefer in the tied product market.”184 His conclusion seems right if we define the consumer choice goal to be violated by anything that reduces the number of consumer choices. But why should we condemn a tie that would give consumers an alternative choice that makes them better off? There seems little reason to expand the number of consumer choices when that harms consumers. Alternatively, one might instead conclude that the consumer choice factor is ambiguous in such a case because, although the tie deprives consumers of the choice of picking the products separately, condemning the tie deprives consumers of a choice too—the ability to choose a tie that they would prefer to either of the separate choices. Because the ability to choose a tie makes consumers better off, we could say that allowing the tie furthers the consumer choice goal. But then we are really making decisions based on consumer welfare rather than on some freestanding notion of consumer choice. In short, either the consumer choice goal is undesirable (if defined in a way that allows it to conflict with consumer welfare) or subordinate (if defined to be consistent with consumer welfare).

4. Innovation Efficiency

Innovation efficiency is another goal that is important, but only as a means to the end of improving welfare. Nor does the goal offer much independent guidance when assessing ties because people have countervailing intuitions on whether ties advance or worsen innovation.185 First objects to ties on the grounds that “innovation in the tied product market might be dampened or suppressed.”186 Crane, Wright, and others favor ties that extract more than normal monopoly profits because they think that will increase incentives to innovate.187 In the end, as discussed in Part I, economics favors an inverted-U approach, where we maximize innovation efficiency by allowing firms to reap all their normal monopoly profits from having created a market option that is preferable to other options, but do not allow firms to also use ties to extract the consumer surplus that consumers enjoy at normal monopoly prices. Thus, maximizing innovation efficiency is entirely consistent with prohibiting ties that reduce consumer welfare, and considering innovation efficiency separately does nothing to clarify the analysis.

5. Preventing Firms From Becoming “Too Big to Fail”

As I understand it, the concern with firms becoming “too big to fail” is that their failure would create too many systemic problems in the economy, so the government must bail them out if they do fail. The prospect of these bailouts then gives these large firms incentives to engage in excessively risky transactions because
they externalize much of the downside costs onto taxpayers. This is a legitimate concern that, if valid, would justify some form of legal regulation.

But it seems to me the law should directly target the distorted incentive by regulating, taxing, or requiring insurance premiums for the excessively risky transactions engaged in by firms that are too big fail. One solution would be to say that, when a firm reaches such a size, the implicit government insurance should be made explicit and an insurance premium should be charged that reflects the level of risk the firm incurs. That would deter inefficient risk taking, protect taxpayers, and prevent economic dislocation because failure would result in a pre-defined insurance payment.

In contrast, simply blocking mergers that would produce firms that are too big to fail seems a poor remedy to the problem. Blocking such mergers would be of no help if firms grow to be too big to fail through internal expansion rather than through mergers. Nor would blocking such mergers be necessary if we had a regulation, tax, or mandatory insurance that directly addressed the risk-taking externality. Indeed, blocking such mergers seems affirmatively undesirable if the merger would lower costs after considering any increased tax or premium costs, because then the merger would lower prices in a way that benefits consumer welfare without imposing any uncompensated externalities. Blocking such a merger would harm consumer welfare, but be unnecessary to protect taxpayers or prevent the inefficient distortion that prompts the concern. It is thus preferable to keep antitrust focused on the task of protecting consumer welfare, and let other regulatory strategies protect taxpayers and deal directly with the externalities caused by implicit government insurance for firms that are too big to fail.

In any event, it is hard to see how “too big to fail” concerns are likely to have much relevance in a tying case. Ties rarely have any bearing on whether a firm becomes too big to fail. So even if this were a valid independent goal for antitrust, it would have little impact on tying doctrine.

6. Other Distributive Concerns

Finally, First suggests that antitrust should consider “distributive concerns in more specific cases where business practices may have uncertain effects on the welfare of infra-marginal customers but substantial effects on customers who are priced out of the market.” But if, as in the examples First cites, a restraint raises market prices in a way that prices out some consumers, then that does harm
consumer welfare. Such consumer harm could hardly be outweighed by ambigu-
ous effects on infra-marginal customers.

Perhaps First has in mind the claim that, if conduct benefits some consumers
and harms other consumers, antitrust should consider the income of the partic-
ular consumers at issue rather than decide cases based on the aggregate effect.
But such an approach would be judicially inadministrable and, to my knowledge,
no U.S. court has been willing to engage in it. Moreover, even if administrable,
it would be theoretically flawed because taxation is a more efficient means of
achieving redistribution than varying liability rules with the income of the
affected parties. Although income taxation inefficiently discourages income cre-
ation, varying conduct liability with income not only discourages income cre-
ation to the same degree as income taxation, but also adds a discouragement of
welfare-enhancing conduct.\textsuperscript{189} In contrast, antitrust rules that protect consumer
welfare do not create this distortion (even though they have favorable distribu-
tional effects) because such rules do not make conduct liability vary with party
income and thus does not discourage income creation. Moreover, banning agree-
ments that lessen overall consumer welfare: (1) is consistent with precedent, (2)
is more administrable because it does not require consumer-by-consumer analy-
sis, (3) helps coordinate global enforcement; (4) does not prevent efficiency-
increasing conduct because compensating payments can be made; and (5) opti-
mizes investment in innovation and improves \textit{ex ante} total welfare.\textsuperscript{190}

\section*{B. DEFENDING THE EXCEPTION}
Because the single monopoly profit theory does hold for “ties that involve a fixed
ratio, no separate utility, \textit{and} no substantial foreclosure share or effect,” I would
recognize a rule of \textit{per se} legality for such ties.\textsuperscript{191} First objects on several grounds,
but with all respect I do not think any of his
objections is persuasive.

One objection he raises is that such a tie
might still harm consumer choice and innova-
tion efficiency. Thus, he asks: “Why not stick
with the presumption of illegality and shift the
burden to the defendant to show an efficiency jus-
tification for refusing to sell the products
unbundled?”\textsuperscript{192} The answer is simple. In the lim-
ited conditions when the single monopoly prof-
it theory does hold, we know the firm could prof-
fit from imposing the tie only if it has some efficiency justification.\textsuperscript{193} Thus, prov-
ing those conditions itself rebuts any presumption by showing there must be
some efficiency justification. Such efficiencies will, to some extent, be passed on
to consumers and the tie cannot otherwise harm consumers, so such ties should
benefit consumer welfare. For reasons discussed above, this suffices to allow the

Because the single monopoly profit theory does hold for “ties that involve a fixed ratio, no separate utility, \textit{and} no substantial foreclosure share or effect,” I would recognize a rule of \textit{per se} legality for such ties.
tie even if it reduces notions of consumer choice that conflict with consumer welfare. Nor, as also discussed above, do we have any reason to think such a tie would reduce innovation efficiency. To the contrary, developing such a tie would itself be an efficient innovation.

Another objection he raises is that the firm might impose such a tie “to impede or deter entrants in the tied product market that might grow to challenge its monopoly position in the tying product market.” That is a valid concern, but as I showed, that anticompetitive effect requires a substantial foreclosure share or effect in the tied market. If a substantial foreclosure share or effect has not been shown, then this concern is invalid and we know efficiencies must motivate the tie; thus, my approach reaches the right result with per se legality. If a substantial foreclosure share or effect has been shown, then my rule of per se legality would not apply. My exception to the quasi-per se rule for ties involving a fixed ratio and lack of separate utility would instead trigger a traditional rule of reason analysis, under which showing a substantial foreclosure share or effect would (as First desires) shift the burden to the defendant to show an efficiency justification.

Relatedly, First objects to my conclusion that the Microsoft case was right to recognize an exception to the quasi-per se rule because the tie there involved a fixed ratio and lack of separate utility. He reasons that many customers didn’t want to use the browser at all and varied in how often they upgraded browsers and operating systems, so that their proportions were not truly fixed. But to defeat the possibility of power effects for products that lack separate utility, the products need only be “used or tied in fixed ratios,” so it suffices that “the ties . . . involve a fixed ratio.” Even if buyers might want to use the products in varying proportions, the fact that the tie bundles them in a fixed proportion suffices to mean that “buyers would experience any tied product price increase as an increase in the marginal price of buying the tying product.” In Microsoft, regardless of whether buyers might desire varying proportions, the challenge was to conduct that did bundle the operating system and browser in a fixed ratio, and (assuming the browser lacked separate utility) such a fixed bundle cannot have the power effects that justify the quasi-per se rule. Instead, the real anticompetitive concern was, as First correctly recognizes, that a substantial foreclosure share or effect in the browser market could help preserve market power in the operating system market. But focusing on that inquiry is precisely what is correctly achieved by recognizing the exception to the quasi-per se rule.

The Comments all agree with me that ties with market power can reduce consumer welfare and total welfare even without a substantial foreclosure share. That conclusion is all we need to reject not only the single monopoly profit theory but also a categorical rule of per se legality for either all ties or all ties without a substantial foreclosure share.
VI. CONCLUSION

The Comments all agree with me that ties with market power can reduce consumer welfare and total welfare even without a substantial foreclosure share. That conclusion is all we need to reject not only the single monopoly profit theory but also a categorical rule of *per se* legality for either all ties or all ties without a substantial foreclosure share. Because the critics of current doctrine advocate one of those categorical rules, this conclusion thus suffices to reject their legal position whether one thinks the proper standard is consumer welfare or total welfare.

In fact, the correct standard is consumer welfare as a matter of both law and policy. Consumer welfare should thus be the standard used when judging whether, under the current *quasi-per se* rule, a particular tie with market power has output-increasing efficiencies that offset any harmful anticompetitive effects. Allocating the burden of proof on those efficiencies to defendants remains supported by precedent, access to evidence, and the fact that theoretical considerations indicate that ties with market power will generally reduce consumer welfare. Even if we instead think that total welfare should be the standard, there is no good reason to fixate on *ex post* total welfare, and judging ties based on their consumer welfare effects is likely to correlate better to overall total welfare.

However, when the tie involves no substantial foreclosure share or effect and the bundled products lack separate utility and are used or tied in fixed proportions, then the tie cannot harm consumer or total welfare even with tying market power. While the old single monopoly profit theory is dead, a new baby single monopoly profit theory does apply to such ties, and thus they should be *per se* legal.


3 *Id.* at 243, 246-47.

4 Elhauge, 123 HARV. L. REV. at 400.


6 Elhauge, 123 HARV. L. REV. at 400-01.

7 *Id.* at 402.

8 *Id.*

9 Seabright, *supra* note 2, at 243, 246-47.
10 Id. at 244-45.


12 Id.

13 Seabright, supra note 2, at 244.

14 Id. at 244-45.

15 Id. at 250 n.8 (emphasis added) (quoting my article).

16 Id.

17 Elhauge, 123 Harv. L. Rev. at 401, 427.

18 Id.

19 Seabright, supra note 2, at 243-47.

20 Id. at 245.

21 Id. at 245.

22 Elhauge, 123 Harv. L. Rev. at 401. Seabright quotes to page 2 of my September 30th working paper rather than to my final article, see Seabright, supra note 2, at 250 n.2, but the passage he selectively quotes was identical in that working paper with the trivial difference that it said “their analogy” rather than saying “the critics’ analogy.”

23 Elhauge, 123 Harv. L. Rev. at 401, 430, 435-36.

24 Id. at 435-42.

25 Seabright, supra note 2, at 248, 250 n.15.

26 Id. at 248-49.


28 See Elhauge, 123 Harv. L. Rev. at 405-07.

29 Id. at 406 (emphasis added).

30 Seabright, supra note 2, at 246-28.

31 See Id. at 247.

32 See Elhauge, 123 Harv. L. Rev at 409.

33 See Jose Carbajo et al., A Strategic Motivation for Commodity Bundling, 38 J. Indus. Econ. 283, 284 (1990).

34 Seabright, supra note 2, at 247.
35 Id. at 247.

36 See U.C.C. §2-306; Clayton Act §3.


38 Illinois Tool, 547 U.S. at 32 (buyers who used any of the seller’s printheads had to “agree that they will purchase their ink exclusively from petitioners.”); Kodak, 504 U.S. at 458 (seller refused to sell parts to buyers who bought any service from Kodak’s rivals); United Shoe, 258 U.S. at 456 (lessees of shoe machinery had to agree to “purchase supplies exclusively from the lessor.”)

39 LePage’s Inc. v. 3M, 324 F.3d 141, 154 (3d Cir. 2003) (en banc).

40 Masimo v. Tyco, 2009 WL 3451725, at *1 (9th Cir. 2009) (emphasis added). I was an expert witness for Masimo in the liability trial, and have been an expert witness for both plaintiffs and defendants in other cases involving bundled or loyalty discounts.

41 See Elhauge, The Exclusion of Competition for Hospital Sales Through Group Purchasing Organizations, at 7 (2002) (report to the U.S. Senate on behalf of the Medical Device Manufacturer’s Association).

42 Most contractual enforcement is not by law, but by reputational sanctions. See Alan Schwartz & Robert E. Scott, Contract Theory and the Limits of Contract Law, 113 YALE L. J. 541, at 557 (2003).

43 In cases involving hospitals, such observation can be accomplished by sending salespersons to the hospitals or by having distributors and GPOs track the products each hospital purchases through them.

44 Seabright, supra note 2, at 247.

45 Id.

46 See Elhauge, 123 HARV. L. REV. at 402, 409, 443.

47 See id. at 405-07.

48 Id. at 402, 443.

49 See Elhauge, 123 HARV. L. REV. at 433-434, 479-481.

50 Professor Nalebuff states the percentage as 18.7% with rounding, but his proof indicates that the figure to two decimal places is 18.75%. See Barry Nalebuff, Price Discrimination and Welfare, 5(2) COMPETITION POL’Y INT’L 221, 227, 236 (2009).

51 Seabright, supra note 2, at 245.

52 See Elhauge, 123 HARV. L. REV. at 432-34.

53 See Nalebuff, supra note 50, at 232.
54 Seabright, supra note 2, at 246.

55 Id. at 250 n.9.


57 Seabright, supra note 2, at 250 n.9.

58 This is true not only under U.S. antitrust law, see Elhauge, 123 HARV. L. REV. at 436-38, but also under EU competition law, see ELHAUGE & GERADIN, GLOBAL ANTITRUST LAW & ECONOMICS 69-70 (Foundation Press 2007).

59 See Elhauge, 123 HARV. L. REV. at 438.

60 Id.

61 Id.


63 See Elhauge, 123 HARV. L. REV. at 439-432.

64 Id. at 441-42.

65 Id. at 479-81; Nalebuff, supra note, at 225, 227.

66 See Elhauge, 123 HARV. L. REV. at 481.

67 Id. at 434-35.

68 Seabright, supra note 2, at 246.

69 Id.

70 Id.

71 See Elhauge, 123 HARV. L. REV. at 442.

72 Seabright, supra note 2, at 246.

73 Elhauge, 123 HARV. L. REV. at 440.

74 Seabright, supra note 2, at 246.

75 Elhauge, Defining Better Monopolization Standards, 56 STAN. L. REV. 253, 298-300 (2003) (explaining the distinction between these two issues).

76 See Elhauge, 123 HARV. L. REV. at 440 (relying on literature finding such an invested U-shaped result).

77 Id.

78 Id.
79 Id. at 440-441.


81 See Id. at 545; Elhauge, 123 HARV. L. REV. at 440-41.

82 Elhauge, 123 HARV. L. REV. at 434.

83 Id. at 412, 435

84 Id. at 406-07, 434-35.

85 Id. at 433-34, 479-481.

86 Id. at 432-34, 479-81.


88 David S. Evans & Michael Salinger, Why Do Firms Bundle and Tie? Evidence from Competitive Markets and Implications for Tying Law, 22 YALE J. REG. 37, 40-41, 52 (2005) (acknowledging that it relies only on “casual empiricism” and that “there has been essentially no empirical research into efficiencies from bundling and tying products together”); Kobayashi, Does Economics Provide a Reliable Guide to Regulating Commodity Bundling by Firms? A Survey of the Economic Literature, 1 J. COMPETITION L. & ECON. 707, 708 (2005).

89 Elhauge, 123 HARV. L. REV. at 462.

90 Evans & Salinger, supra note 88, at 38-41, 43-44, 65-84; Kobayashi, supra note 88, at 741-43.

91 See AREEDA, ELHAUGE, & HOVENKAMP, supra note 27, ¶ 1744–45.


93 Kobayashi, supra note 88, at 744.

94 Crane & Wright, supra note 87, at 209-210.

95 Id.

96 Evans & Salinger, supra note 88, at 42, 44, 83-84, 85-86.

97 Id. at 83-84.

98 Id. at 42, 44, 86.

99 Crane & Wright, supra note 87, at 218 n.4.

100 Elhauge, 123 HARV. L. REV. at 439 n.112. Likewise, under EC law, it could not be an exclusionary abuse of dominance, but could be an exploitative abuse.

101 Crane & Wright, supra note 87, at 209.
102 Id. at 210, 212-13.


104 Elhauge, 123 Harv. L. Rev. at 407-413.

105 Id. at 451-454.

106 See Barry Nalebuff, Exclusionary Bundling, 50 Antitrust Bull. 321, 326 (2005) ("Although the a la carte price of A is above the monopoly price, there is no loss to the firm, as it does not expect to make any sales at the inflated price. In equilibrium, all customers buy their B from the firm and thus are able to buy A at the profit-maximizing price of m.")

107 Crane & Wright, supra note 87, at 213-215.


109 Id. at 455 (collecting literature).

110 Id. at 454.

111 Crane & Wright, supra note 87, at 215-17.


113 Elhauge, 123 Harv. L. Rev. at 456 (summarizing literature); Elhauge, Defining Better, supra note 112, at 288-292.

114 Elhauge, 123 Harv. L. Rev. at 457; Elhauge, Defining Better, supra note 112, at 340.

115 Crane & Wright, supra note 87, at 217.

116 Id.

117 See Elhauge, The Exclusion of Competition for Hospital Sales, supra note 41, at 30.


119 Crane & Wright, supra note 87, at 209, 217. In a footnote, Crane and Wright also assert that even below-cost bundled discounts will rarely be exclusionary because of Judge Easterbrook’s argument that excluded rivals can always organize buyers to defeat it. Id. at 220 n.38. However, this argument fails for a number of reasons. First, for reasons that were discussed above, if the buyers are intermediaries who pass on most or all of the price increase onto downstream consumers, they can affirmatively profit from creating supra-competitive profits that they split with the seller, in which case the buyers would have little incentive to enter into such an agreement with the rival. Second, for reasons noted in the text following this footnote, if the loyalty agreement can raise market prices by reducing rival incentives to engage in price competition, then it can increase rival profits and eliminate any incentive for it to try to undo the loyalty agreements. Third, even when both rivals and buyers have the right incentives, the buyers will have collective action problems in joining a rival scheme to undo market exclusion because, while the buyers collectively benefit from that scheme,
individual buyers benefit even more if it occurs without their involvement. See Elhauge, Why Above-Cost Price Cuts to Drive out Entrants Do Not Signal Predation or Even Market Power – and the Implications for Defining Costs, 112 YALE L. J. 681, 760-61 (2003).

120 Elhauge, 123 HARV. L. REV. at 456-58, 461-464.

121 Id. at 414, 459-461, 463; Elhauge, How Loyalty Discounts Can Perversely Discourage Discounting, 5 J. COMPETITION LAW & ECON. 189 (2009); Elhauge & Wickelgren, supra note 112.

122 Crane & Wright, supra note 87, at 216-217.


124 Id. at 445-447.

125 Crane & Wright, supra note 87, at 216.

126 Klein & Murphy, supra note 123, at 447-448.

127 Id. at 448.

128 See Daniel Flores, Exclusive Dealing Intensifies Competition for Distribution: Comment at 4 (January 2010), available at http://ssrn.com/abstract=1542695. Murphy & Klein are also incorrect in asserting that in their model exclusive retail contracts make “all consumers on net better off.” Klein & Murphy, supra note 123, at 451-52. Instead, while all the consumers who preferred the brand that wins the exclusive contract will be better off, half the consumers who prefer the other brand will be better off and half will be worse off. Flores, supra, at 7-8.

129 Flores, supra note 128, at 5.

130 Id. at 8.

131 Elhauge, 123 HARV. L. REV. at 475-476.

132 Id. at 403, 451, 468, 478.

133 Nalebuff, supra note 50, at 221.

134 Id. at 221.

135 Elhauge, 123 HARV. L. REV. at 427 (emphasis added); see also Id. at 430, 432, 434 (repeating the point with the same caveat).

136 Id. at 433, 481.

137 Id. at 434.

138 Id. at 427 (“To the extent ties empirically have efficiencies that offset adverse power effects, the quasi-per se rule allows defendants to prove them. In contrast, eliminating the quasi-per se rule would make ties without substantial foreclosure shares per se legal, even when their adverse power effects exceed any efficiencies.”)

139 Id. at 427, 434-435.
140 *Id.* at 427, 433-39.

141 *Id.* at 427, 439-442.

142 Nalebuff, supra note 50, at 224.

143 *Id.* at 224.

144 *Id.* at 224. Throughout the body of his analysis, Nalebuff uses total welfare to refer to ex post total welfare. *Id.* at 239 n.2.

145 *Id.* at 224.

146 Elhauge, 123 HARV. L. REV. at 427, 430, 434.

147 *Id.* at 401, 426-427, 433-435.

148 Nalebuff, supra note 50, at 224.

149 *Id.* at 224-225.


151 Nalebuff, supra note 50, at 224.

152 *Id.* at 233.

153 Amicus Brief of Nalebuff, Ayres, & Sullivan, supra note 150, at 19.

154 Elhauge, 123 HARV. L. REV. at 440.

155 *Id.*

156 If all patent holders can engage in perfect price discrimination, then in theory the patent term could be shortened to provide the optimal fraction because consumers would enjoy some of the total surplus after the patent expires. But it is unrealistic to assume that all patent holders can perfectly price discriminate, and thus there is no reason to think patent terms have been set in this fashion. Further, market power often reflects other property rights that are not so term limited.

157 Nalebuff, supra note 50, at 222, 239 n.2.

158 *Id.* at 226.

159 Elhauge, 123 HARV. L. REV. at 433, 481.

160 Although Nalebuff states these percentage with rounding as negative 18.7%, positive 4.9%, positive 40%, and negative 2%, see Nalebuff, supra note 50, at 226-227, his proofs indicate that the figures to two decimal places are negative 18.75%, positive 4.88%, positive 39.66%, and negative 2.29%, *Id.* at 235-236.

161 *Id.* at 229.
162 Elhauge, Harv. L. Rev. at 433, 481.

163 Nalebuff, supra note 50, at 222, 226-227.

164 Id. at 230.

165 Id. at 231-232.

166 Id. at 231-232, 237-239.

167 Id. at 232.

168 Elhauge, 123 Harv. L. Rev. at 434.


170 Id. at 199, 204-06.

171 Id. at 202.

172 Elhauge, 123 Harv. L. Rev. at 436-437.

173 First, supra note 169, at 201.

174 Elhauge, 123 Harv. L. Rev. at 436 n.104; Elhauge, 56 Stan. L. Rev. at 255, 260, 265-266.

175 Compare First, supra note 169, at 199, 205, with Gregory J. Werden, Next Steps in the Evolution of Antitrust Law: What to Expect from the Roberts Court, 5 J. Competition L. & Econ. 49, 49 (2009).

176 First, supra note 169, at 201-202.

177 Elhauge, 123 Harv. L. Rev. at 437 n.104.

178 Id. at 437 n.104.

179 First, supra note 169, at 202.

180 Elhauge, 123 Harv. L. Rev. at 437 n.104.


182 Id. at 262.


184 First, supra note 169, at 205.

185 Innovation efficiencies also do not offer very useful guidance on whether to allow agreements or mergers that create market power because market power has mixed effects in that it: (1) decreases incentives to create innovations protected by intellectual property law but increases incentives to
create innovations that do not enjoy such protection, and (2) decreases incentives to create drastic innovations but increases incentives to create non-drastic innovations. Elhauge, 56 STAN. L. REV. at 298-299 & n.141; Elhauge, 112 YALE L. J. at 781 & n.266.

186  Id. at 205.


188  First, supra note 169, at 203.

189  See Kaplow & Shavell, supra note 56.

190  See supra Part I.

191  Elhauge, 123 HARV. L. REV. at 402.

192  First, supra note 169, at 205.

193  Elhauge, 123 HARV. L. REV. at 404.

194  First, supra note 169, at 205.

195  Elhauge, 123 HARV. L. REV. at 417-419.

196  Id. at 402, 443, 469-470, 472.

197  Id. at 446-47.

198  First, supra note 169, at 205.

199  Elhauge, 123 HARV. L. REV. at 402, 409 (emphasis added); see also Id. at 416, 443 (“used or bundled in a fixed ratio”).

200  Id. at 409; see also id. at 416.

201  Id. at 446.

202  First, supra note 169, at 205-206.
Clarifying the Scope of Judicial Review in Competition Inquiries: The Saga of PPI

Antonio Bavasso & Mark Friend
Allen & Overy
Clarifying the Scope of Judicial Review in Competition Inquiries: The Saga of PPI

Antonio Bavasso and Mark Friend*

While early reports suggest that 2009 may well prove to be a good vintage for winemakers in Bordeaux, the same cannot unfortunately be said for the U.K. Competition Commission (“CC”). Indeed, 2009 is likely to be remembered as something of an *annus horribilis* for the CC, as the year in which it suffered an unprecedented succession of high-profile defeats before the Competition Appeal Tribunal (“CAT”).

The cases involved in these decisions raise several questions about the institutional balance between competition authorities and reviewing courts, all of which have far-reaching implications for the robustness of the entire system of competition enforcement. How far is it open to a court or tribunal to review a competition authority’s findings of fact, as opposed to the conclusions drawn by the authority from findings and judgments made in the light of those conclusions? Where is the line to be drawn between judicial review of the decision-making process and a full appeal on the merits? Has the CAT struck the right balance between allowing the CC, as a specialist competition authority, to exercise its judgment and intervene in markets where adverse effects on competition have been identified, while at the same time holding the CC to account? Is it realistic to require a competition authority such as the CC to conduct a detailed cost/benefit analysis of each element of its remedy proposals in the context of what is necessarily an imprecise and forward-looking exercise, involving qualitative judgments?

*Antonio Bavasso is Partner, Allen & Overy LLP; Visiting Professor at University College London; Co-founder and Executive Director of the Jevons Institute for Competition Law and Economics at University College London, antonio.bavasso@allenovery.com. Mark Friend is Partner, Allen & Overy LLP. mark.friend@allenovery.com.
I. Introduction

The *annus horribilis* year of 2009 all began with Tesco’s challenge to the CC’s remedy proposals in the groceries inquiry, relating to the introduction of a “competition test” into the planning regime.¹ The CAT agreed with Tesco that the CC had failed to take into account the economic costs associated with its remedy proposal and, specifically, that it had failed to assess the risk that the imposition of a competition test might produce adverse effects for consumers, resulting in unmet demand for grocery retailing. Things took a turn for the worse when the CC’s remedy proposals in the payment protection insurance (“PPI”) inquiry, relating to the imposition of a point of sale prohibition (“POSP”), were quashed following a successful challenge by Barclays, relying on similar arguments to those upheld in the Tesco case.² Essentially the CAT found that the CC had failed to take adequate account of the risk of a radical remedy producing adverse consequences to consumers due to reduced take-up of PPI. The next major challenge to the CC concerned an allegation of apparent bias on the part of one member of the CC panel investigating the supply of airport services by BAA; this led ultimately to substantial portions of the CC’s report being quashed.³ The last case in the series was heard shortly before the BAA judgment was handed down: here, the CC suffered a more modest defeat at the hands of Sports Direct over the CC’s refusal to provide Sports Direct, as a main party in a merger inquiry, with un-redacted versions of the CC’s working papers. On the preliminary issue of whether the application by Sports Direct was premature, the CAT ruled that it was not, following which the CC withdrew its decision.⁴

While the BAA case will undoubtedly prove to be of major importance for the way in which the CC selects panel members in future inquiries, and while the Sports Direct case may have wider implications for other inquiries in which parties seek to challenge provisional decisions by the CC, both of these cases involved discrete and self-contained legal issues. By contrast, the Tesco and Barclays cases go to the heart of the CC’s powers to impose or recommend remedial action, raising fundamental questions about the nature of the CAT’s role in reviewing such decisions and, more generally, about the intensity of judicial review of decisions of competition authorities.

These questions about the institutional balance between competition authorities and reviewing courts have far-reaching implications for the robustness of the entire system of competition enforcement. How far is it open to a court or tribunal to review a competition authority’s findings of fact, as opposed to the conclusions drawn by the authority from those findings and judgments made in the light of those conclusions? Where is the line to be drawn between judicial review of the decision-making process and a full appeal on the merits? Has the CAT struck the right balance between allowing the CC, as a specialist competition authority, to exercise its judgment and intervene in markets where adverse effects on competition have been identified, while at the same time holding the CC to account? Is it realistic to require a competition authority such as the CC

---
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to conduct a detailed cost/benefit analysis of each element of its remedy proposals in the context of what is necessarily an imprecise and forward-looking exercise, involving qualitative judgments?

Of course the answer may vary from jurisdiction to jurisdiction. In this article we will focus on the judicial review principles applicable to the CAT in the United Kingdom with particular reference to the CAT’s judgment in Barclays. Some of those principles are interesting as a point of reference for other jurisdictions and indeed other areas of judicial review within the United Kingdom. The approach of the CAT (and, more generally, of the English Courts) in relation to competition enforcement is particularly interesting because this is one of the areas that is more naturally influenced by principles developed by the European Courts.

We will start by examining some of the general principles of judicial review and considering whether these principles allow for gradations of judicial scrutiny, depending on the nature of the decision being reviewed. We will then discuss the background to the PPI inquiry, the basis for Barclays’ appeal, and the grounds on which the CAT reached its decision. Finally, we will discuss the wider implications of the Barclays judgment, viewed against the background of the case law on the intensity of judicial review.

II. Statutory Background and General Principles of Judicial Review in the United Kingdom

In the United Kingdom, the key provisions of the Enterprise Act 2002 (“EA02”) that set out the basis for review of the CC are sections 179 and 120.

Section 179 EA02 states:

“(1) Any person aggrieved by a decision of the OFT, the appropriate Minister, the Secretary of State or the Commission in connection with a reference or possible reference under this Part may apply to the Competition Appeal Tribunal for a review of that decision.”

Then, crucially:
“(4) In determining such an application the Competition Appeal Tribunal shall apply the same principles as would be applied by a court on an application for judicial review.”

In relation to mergers section 120 EA02 follows an identical approach. It is well recognized that, since the United Kingdom’s accession to the European Communities (now the EU), principles of European law—developed in particular by the European Court of Justice (“ECJ”)—have had an increasing influence over national courts. This influence is most obvious in areas where U.K. legislation mirrors European provisions (e.g. the Human Rights Act 1998 and European Convention of Human Rights) or where—under U.K. legislation—courts are required to deal with questions of interpretation of national law consistently with EU (formerly Community) law (e.g. section 60 of the Competition Act 1998).

However, even when such a direct statutory link does not arise (as is the case under the EA02), principles developed under EU law (notably the principle of proportionality), increasingly find their way into competition enforcement policy and, as a result, into the jurisprudence of courts and tribunals reviewing such enforcement decisions.

Proportionality in relation to remedial action is a prime example of this. The EA02 requires the CC to “have regard to the need to achieve as comprehensive a solution as is reasonable and practicable to” either (a) the adverse effect on competition and any detrimental effects on customers so far as resulting from it (sections 134(6) and 138(2)(b) in the context of a market investigation), or (b) the substantial lessening of competition and any adverse resulting from it (sections 35(4) and 36(3) in the context of a merger investigation). While the EA02 only refers to “reasonable and practicable” the Guidelines adopted by the CC (pursuant to section 171(3) EA02 for market investigations and section 106(1) EA02 for mergers) refer to a proportionality standard. How does the proportionality standard in remedial action fit with general principles of judicial review?

In the United Kingdom the traditional grounds of judicial review can be broadly categorized as follows: legality, fairness, and reasonableness. Indeed, Lord Cooke of Thorndon has said that principles of judicial review could be summarized in three adverbs, namely, that a public body has to act lawfully, reasonably, and fairly. In this article we will focus principally on reasonableness.

These judicial review principles are not static but have evolved over time, influenced in part by principles derived from the case law of the European Courts. The importation of the principle of proportionality is an example.
Proportionality as a test for judicial review in English law was first suggested by Lord Diplock in 1985 in the GCHQ case. It is based on a principle that is widely known in European legal systems and is, in fact, now regarded as a “general principle of law” by the ECJ. The concepts of proportionality and reasonableness are closely linked, because the proportionality test, which seeks to prevent unduly oppressive decision-making, essentially requires the decision maker to achieve a fair balance of relevant considerations, and thus bears similarities to (and arguably can fit within) the concept of reasonableness in English administrative law.

Decisions by competition authorities, particularly decisions to impose remedies in the context of mergers and market investigations, often involve complex economic assessments relying on a mixture of economic theory, forensic examination of factual evidence, and qualitative forward-looking assessments based on judgment and experience. When reviewing such decisions, the courts will assess the adequacy of the evidence relied upon to prove the competitive harm; regulatory intervention by a competition authority without a proper evidential basis will, in principle, be unlawful. Under traditional judicial review principles, inadequacy of evidence has to reach the standard of unreasonableness. However, it is recognized that the “no evidence” standard of judicial review “does not mean a total dearth of evidence. It extends to any case where the evidence, taken as a whole, is not reasonably capable of supporting that finding; or where, in other words, no tribunal could reasonably reach that conclusion on that evidence.” The CAT has also recognized that in the “no evidence principle” is the principle that perverse or unreasonable action is unauthorized or ultra vires. In this sense, a rationality review approaches the legality standard.

How far do these general principles of judicial review allow for different levels of scrutiny in their application? Following that question, what is the appropriate level of scrutiny for decisions by competition authorities?

III. Different Levels of Scrutiny?

There can be little doubt that general principles of judicial review permit different levels of scrutiny in their application. Indeed, one of the leading U.K. textbooks of judicial review (De Smith) graphically depicts the different categories of review, ranging (in decreasing order) from “full intensity” (correctness review for abuse of power), to “structured proportionality” (where the burden of justification is on the decision-maker), “anxious scrutiny” (where the burden is again on the decision-maker), "standard Wednesbury unreasonableness” (where the burden is on the claimant), “light touch unreasonableness," (again, where the
burden is on the claimant) and “non-justiciability” (where the court will also require an adequate justification).

How far, if at all, does the specialist nature of the CAT enter into the equation? Formally it appears that it does not. As the Court of Appeal put it in Sky, a court will apply its own specialized knowledge and experience, which enables it to “perform its task with a better understanding, and more efficiently.” However, the Court of Appeal also made clear that the possession of that knowledge and experience does not, in any way, alter the nature of the task at hand. The task of the CAT is to apply normal principles of judicial review, although as the Court of Appeal also noted, following its earlier decision in IBA Health, the CAT will have a better understanding of the issues at stake than a non-specialist court or tribunal.

Related to this is the question of how the threshold for judicial intervention is affected by the specialist nature of the decision maker (i.e. the competition authorities whose decisions are under review). As the editors of De Smith put it: “[t]he threshold of intervention is particularly influenced by the respective institutional competence of the decision-maker and the court.” The greater the degree of specialism and “institutional” competence of the decision-maker, the greater the need for self-restraint on the part of the reviewing court or tribunal. The logical corollary of self-restraint where an adjudicative body lacks institutional capacity is that, where that body enjoys enhanced institutional capacity, it should exercise more intensive scrutiny. The CAT itself acknowledged that this may result in its being “a more demanding and/or less deferential tribunal than might otherwise be the case where a court is called upon to review a decision of a specialist regulator.” The ordinary principles of judicial review give the CAT sufficient latitude to do so.

Leaving aside the CAT’s institutional competence we suggest that there are three other reasons that may call for enhanced scrutiny, all of which are equally applicable to non-specialist courts and, indeed, should influence the standards applied by the primary decision-maker, the competition authority.

The first reason relates to the nature of the competition authority’s intervention and, thus, the nature of the rights affected by the decision under review. In the most intrusive forms of intervention, which occur more frequently in the context of merger control (particularly in merger control regimes such as the United Kingdom which allow mergers to be completed without prior approval from the competition authority), but are also relevant in market investigations (the BAA example being a case in point), a divestment remedy engages a fundamental property right and the principles of Article 1 of Protocol 1 of the
European Convention on Human Rights. What is the appropriate standard of review in such cases? The case law in this area suggests a number of different answers to this question, which may to some extent depend on the nature of the interference with fundamental rights. The classic pre-Human Rights Act 1998 formulation of Sir Thomas Bingham MR in *Ex p. Smith* (*the more substantial the interference with human rights, the more the court will require by justification before it is satisfied that the decision is reasonable*) can be regarded as an example of “anxious scrutiny.” More recent cases suggest a higher intensity of review, while continuing to draw a distinction between a proportionality review and a review on the merits: see the speech of Lord Bingham of Cornhill in the *Denbigh High School* case:

> “… There is no shift to a merits review, but the intensity of review is greater than was previously appropriate, and greater even than the heightened scrutiny test adopted by the Court of Appeal in R v Ministry of Defence, Ex p Smith [1996] QB 517, 554.”

However, the distinction is not always clear-cut. As Rose points out, in the *Denbigh* case the court emphasized that it was concerned not with the decision-making process, but with the correctness of the decision (which implies that the reviewing court is substituting its own view for that of the decision-maker); while in cases involving the detention of mentally-ill patients, the case law indicates that the courts will conduct a full merits-based review.

The second reason relates to the nature of the theory relied upon by the competition authority. This can be conveniently referred to as the *Tetra Laval* doctrine, derived from ECJ case law. In that case, the Commission appealed against a judgment of the CFI annulling its decision to prohibit a merger based on concerns about conglomerate effects. The ECJ referred to the need for a careful prospective analysis of the likely consequences of the merger, given that it would entail: “a prediction of events which are more or less likely to occur in future if a decision prohibiting the planned concentration or laying down the conditions for it is not adopted.” The ECJ noted that, in a conglomerate merger, the period in the future which would need to be examined is lengthy, and that the chains of cause and effect are “dimly discernible, uncertain and difficult to establish.” Therefore, the quality of the evidence relied on by the Commission to establish grounds for a prohibition is “particularly important” since it needs to support the conclusion that, in the absence of a prohibition, the economic development envisaged would be plausible. Although this case was concerned with the examination of mergers under the EC Merger Regulation, its relevance in U.K. pro-
ceedings under the EA02 was accepted by the Court of Appeal in Sky\textsuperscript{25} (albeit found to be inapplicable in the circumstances of that case).

In essence, under the Tetra Laval doctrine, without departing from the balance of probability standard the expectation is that the decision-maker must exercise particular care; the standard of evidence required will be particularly high in relation to matters that are inherently less likely to give rise to competitive harm. This can be compared with the well-known Lord Hoffmann caveat about the standard required to prove a sighting of a lioness (rather than an Alsatian) in Regent’s Park.\textsuperscript{26}

The third reason, which is closely related to both the first and second points, relates to the importance or the gravity of the issue reviewed in the context of the general context of the task entrusted to the competition authority, and applies when the remedy chosen by the competition authority is particularly intrusive, uncertain in its effects, or wide-ranging. This approach is not new but is now becoming known as “double proportionality.” It is a principle derived originally from ECJ jurisprudence in the Fedesa case,\textsuperscript{27} where the ECJ described it in the following terms:

\begin{quote}
“… the lawfulness of the prohibition of an economic activity is subject to the condition that the prohibitory measures are appropriate and necessary in order to achieve the objectives legitimately pursued by the legislation in question; where there is a choice between several appropriate measures recourse must be had to the least onerous, and the disadvantages caused must not be disproportionate to the aims pursued.”
\end{quote}

This principle has recently been applied in two successful challenges to the CC remedy proposals in Tesco and in Barclays. The principle was described by the CAT in Tesco in the following terms:\textsuperscript{28}

\begin{quote}
“… the application of these principles is not an exact science: many questions of judgment and appraisal are likely to arise at each stage of the Commission’s consideration of these matters. This is most obviously the case when it comes to the balancing exercise between the (achievable) aims of the proposed measure on the one side, and any adverse effects it may produce on
the other side. In resolving these questions the Commission clearly has a wide margin of appreciation, with the exercise of which a court will be very slow to interfere in an application for judicial review. The margin of appreciation extends to the methodology which the Commission decides to use in order to investigate and estimate the various factors which fall to be considered in a proportionality analysis... The Commission can tailor its investigation of any specific factor to the circumstances of the case and follow such procedures as it considers appropriate. In this regard, it may well be sensible for the Commission to apply a 'double proportionality' approach: for example, the more important a particular factor seems likely to be in the overall proportionality assessment, or the more intrusive, uncertain in its effect, or wide-ranging a proposed remedy is likely to prove, the more detailed or deeper the investigation of the factor in question may need to be.

Explaining the application of this test in Barclays, the CAT commented:

“double proportionality [is] simply a convenient label for the common sense proposition that, within a wide margin of appreciation, the depth and sophistication of analysis called for in relation to any particular relevant aspect of the inquiry needs to be tailored to the importance or gravity of the issue within the general context of the Commission’s task.”

We now turn to consider the Barclays judgment in more detail to see how these principles were approached by the CAT.

**IV. PPI—The Background**

The PPI investigation began life as an OFT market study, conducted using the OFT’s broad powers under section 5 EA02. Having identified competition concerns the OFT made a market investigation reference to the CC on February 7, 2007, pursuant to sections 131 and 133 EA02. PPI is a type of insurance that is intended to protect the borrower against certain defined risks (accident, illness, unemployment, etc.) that might otherwise prevent the borrower from being able to repay his or her loan. The main categories of PPI are personal loan PPI (“PLPPI”), mortgage PPI (“MPPI“), second mortgage PPI (“SMPPI“), credit card PPI (“CCPPI“), retail PPI, and motor finance PPI. However, 90 percent of all PPI sales in 2007 consisted of PLPPI, MPPI, and CCPPI.
The CC’s report was published on January 29, 2009 and concluded that there were features of the PPI market which prevented, restricted, or distorted competition, resulting in an adverse effect on competition (“AEC”) for the purposes of section 134(2) EA02. The report concluded:

1) Suppliers of PPI were found to face little competition when selling PPI in combination with the underlying credit product.

2) Consumers were found to face higher prices and less choice than would be the case in a competitive market.

Accordingly, providers of PPI were earning substantial excess profits, albeit the CC noted that some of these profits were used to cross-subsidize underlying credit prices.31

Deficiencies in the competitive process for selling PPI were also identified. These included:

1) a failure by distributors and intermediaries actively to compete for customers on price or quality;

2) barriers to searching for consumers who wished to compare PPI policies, whether or not combined with credit; and

3) barriers to switching resulting in part from the excessive costs of switching out of single premium policies.

At the heart of the CC’s concerns was the point of sale advantage (“POSA”), i.e. that PPI was generally sold by lenders at the point of sale of the underlying credit product, which was said further to restrict the extent to which other providers could compete effectively.32

The CC’s package of remedies included a series of measures designed to improve the level of information provided to consumers in order to facilitate searching, along with a prohibition on selling single premium policies in order to facilitate switching. But, most controversially, the package also included a POSP—in other words, a prohibition on distributors and intermediaries from selling PPI to their credit customers within seven days of a credit sale, unless the customer had proactively returned to the seller at least 24 hours after the credit sale. This was designed to address at least some of the incumbency advantages enjoyed by distributors selling PPI at the point of sale of the underlying credit product.

Explaining its decision to introduce the POSP, the CC analyzed a series of potential risks associated with this remedy that had been flagged by various providers during the course of the inquiry. The first was that the POSP would not be fully effective in that it would fail to remove all aspects of this incumbency advantage.33
“We agree that this remedy will not entirely remove all aspects of the incumbency advantage enjoyed by distributors. However, we do not think that we need to remove all incumbency advantages of distributors in order effectively to remedy this aspect of the AEC. […] We acknowledge that—as with any intervention aimed at enhancing competition—there is a risk that this element of the remedies package will not generate the changes in behaviour necessary fully to address the AEC.”

The second risk considered by the CC was that the POSP would lead to a reduced take-up of PPI, due to the inconvenience of no longer being able to buy PPI at the point of sale when taking out a loan. The CC’s view was that this would be partially or fully off-set by reduced PPI prices which would result from increased competition, and that the ability of consumers to initiate PPI purchases by telephone or internet communication 24 hours after the credit sale would significantly reduce this risk.34

The CC also considered the risk of reduced consumer choice, but concluded that its remedies package would actually stimulate competition, increasing consumer choice.35 On the other hand, the CC accepted that the POSP would lead to additional costs for distributors, and factored those costs into its assessment of whether the POSP was a proportionate remedy. It concluded that the POSP was a necessary part of its overall remedies package, which would lead to a “new, more competitive, market structure.”36

It will be recalled that the CC has a discretion, when considering the need for remedial action to address an AEC in a market investigation reference, to take account of “relevant customer benefits” that would be jeopardized by the imposition of the remedy. Relevant customer benefits are defined by section 134(8) EA02 as benefits to existing or future customers in the form of:

1) lower prices, higher quality or greater choice of goods or services in any market in the United Kingdom (whether or not the market to which the feature or features concerned relate); or

2) greater innovation in relation to such goods or services.

During the CC inquiry it was argued by a number of PPI providers that the current market structure resulted in PPI prices cross-subsidizing lower credit prices,
and that this would be jeopardized by the introduction of the POSP. The CC accepted that lower credit prices were a direct result of the features of PPI that led to an AEC in the markets for PPI (in other words, that lower credit prices qualified as a relevant customer benefit), but concluded that it would not be appropriate to modify its remedies package on that account. In the CC’s view, the benefits of intervention would outweigh the benefit of lower credit prices.

The CC did not feel able to quantify all aspects of the benefits of intervention, but assessed one element as being in excess of £200 million. Against this, the CC assessed the costs of remedial action as involving one-off set-up costs of £100 million and ongoing annual costs of £50-60 million. Summarizing its assessment of the likely impact of its remedies package, the CC noted:

“We decided that the package of remedies we have set out will provide a comprehensive, reasonable and practicable solution to the AEC that we have identified in a timely manner.

As with any set of competition-enhancing remedies, we cannot predict exactly how the market will develop. However, we concluded that our remedies will remove barriers for searching and switching and lead to a larger stand-alone market whilst still enabling distributors to offer combinations of credit and PPI and to compete on the terms of the combination as well as of its component parts. We considered that the package of remedies will lead to more active competition for PPI consumers: through more active marketing before the credit sale; in response to increased consumer search just after the credit point of sale; and by encouraging the switching during the life of the credit product. This competition will manifest itself through more PPI advertising and lower prices.

[…] We decided that the remedies set out in this decision document represent as comprehensive a solution to the AEC and resultant consumer detriment that we have identified as is reasonable and practicable, and that this package should not be modified to take account of credit prices being lower than they otherwise might be.”

V. The Basis for Barclays’ Challenge

The summary of Barclays’ notice of application, as it appeared on the CAT’s website, identified four grounds of appeal, which to some extent overlapped. First, it was argued that the CC had failed to take into account considerations that were relevant to the proportionality of the POSP, in particular the benefits that
would arise from the remedies package and the incremental benefits from including the POSP in the package. Second, it was argued that there was no proper evidential basis for the CC’s conclusion that the POSP was justified, and that the CC had incorrectly concluded that the POSP was a more reasonable, effective, and proportionate remedy than Barclays’ own proposal involving informational remedies and an increased cooling-off period. Third, it was argued that the CC had failed to take into account relevant considerations (or, alternatively, had taken into account irrelevant ones) in its analysis of the consumer detriment arising from the AEC and whether the benefits of its intervention would outweigh the loss of relevant consumer benefits. Fourth, it was argued that the CC had failed to take into account relevant considerations in its analysis of the relevant market(s) and the extent of competition problems. In particular, it was said that the CC’s market definition was too narrow, that the CC should have updated its earlier findings in the report in light of new information, and that it had failed to take into account changes in the market since its financial analysis was based on data only through the end of 2006.

VI. The CAT’s Approach
Grounds 1-3 of Barclays’ application were all essentially aimed at challenging the decision to impose the POSP. Ground 4, however, was a separate challenge to the CC’s findings on market definition. As the CAT pointed out, this challenge, if well-founded, would have undermined the whole of the CC’s findings on the AEC, and the CAT therefore began its analysis with a consideration of these arguments. 

A. GROUND 4
Although presented under the guise of the traditional headings of judicial review, namely a failure to take account of relevant considerations, it seems clear that aspects of Barclays’ case were, in substance, a challenge on the merits. First, however, the CAT rejected Barclays’ argument that the CC should have adopted a broader market definition, as it had done in its 2003 report on extended warranties on domestic electrical goods. The mere fact that the CC had on different (albeit, loosely analogous) facts reached a different view in another investigation was not relevant to the lawfulness of its analysis in this particular case.

Arguments that the CC had failed to take into account more recent developments in the market were also rejected. The CAT found that the CC had, in fact, taken into account reduced profitability, falling penetration rates, and increased claims rates (and that its reasons for not taking into account substantial increas-
es in late 2008 were adequately explained and were well within the CC’s margin of appreciation). As to the overall decline in the PPI market in 2007/2008, the CAT considered that the CC had treated this as a consequence of the AEC; in the CAT’s view, Barclays’ complaint that the CC had taken no account of the decline was in substance a merits complaint:

“In other words, Barclays simply disagree with the Commission’s conclusions as to the reasons for that decline. But that, in the absence of irrationality (and none is alleged in this respect), was a matter for the Commission to decide having, as we find, properly considered the evidence.”

Likewise, arguments that the CC had failed to take into account regulatory changes were also rejected, either on the basis that the CC had, in fact considered them, or on the basis that they were not relevant to the CC’s assessment in the first place:

“It is we think a non-sequitur to suppose that the omission of a decision-making body to mention something which it clearly knew about as being irrelevant to its analysis means that the possible relevance of it went unconsidered.”

Also were rejected were the arguments about the CC’s failure to carry out a proper analysis of market definition, including an incorrect application of the SSNIP test, the “cellophane fallacy,” and the CC’s alleged failure to take account of evidence suggestive of a wider market definition. In concluding on Ground 4, the CAT noted that even if it had been persuaded that one or more of the arguments were well-founded for judicial review purposes, it would have been reluctant to conclude that they were relevant to the CC’s findings as to the AEC:

“First, we were impressed by the breadth of analysis and verification underlying the Commission’s market definition, and by the number of separate conclusions which all pointed to the same outcome. Secondly, we were equally impressed by the evident determination of the Commission not to be
enslaved by any particular market definition, but rather to assess the competition problems arising in the sale of PPI on an empirical rather than overly theoretical basis which, while no doubt influenced by market definition, was by no means controlled or dominated by it.”

B. GROUND 1

Barclays’ challenge under Ground 1—based essentially on a failure to take account of considerations relevant to a proportionality assessment—relied on a number of separate elements. First, it was claimed that the CC had failed to analyze or identify the extent of the benefits that would accrue from its remedies package; second, that the CC had failed to give consideration to the inevitable time lag before its remedies package would take effect; and third, that the CC had failed to assess the incremental benefit of adding the POSP to the remainder of the remedies package. This focus on the need to balance the extent of the consumer detriment resulting from the AEC against the expected benefits of the remedies package has its roots in the Tesco judgment, where the CAT had expressed itself in the following terms: 48

“This focus on the need to balance the extent of the consumer detriment resulting from the AEC against the expected benefits of the remedies package has its roots in the Tesco judgment.”

Indeed, Barclays went further than this and argued that the CC had repeated exactly the same mistake as in the Tesco case, by simply comparing the detriment associated with the AEC against the cost of implementing the remedies package. The CC’s rebuttal was that it had concluded that its remedies package would be fully effective to remedy the AEC, such that the consumer benefit from the remedies package was equivalent to the consumer detriment associated with the AEC. The issue was that, according to Barclays and the interveners (Lloyds and Shop Direct), the CC had nowhere in its report said anything about the degree of effectiveness of the remedies package. The issue therefore boiled down to a question
of how to interpret the CC’s report. In answering this question, the CAT followed the approach in Tesco, accepted by all parties, that a CC market investigation report should be interpreted on the basis of “a fair and generous reading of the Report as a whole,” rather than “word by word as a statute might be.”

The debate nonetheless centered on whether the CC’s analysis was predicated on the remedies being fully effective, or less than 100 percent effective. While the CC had recognized the risk that its remedies package might not be fully effective, this was not, in the CAT’s view, inconsistent with a judgment that it probably would be fully effective. Just because the remedies package would not completely remove the point of sale advantage this did not mean that the PPI market would not be a properly functioning market (in contrast to an ideal market, with every competitor on a completely level playing field). Thus, although on a dictionary definition, the CC’s references to the word “effective” did not equate to “fully effective,” viewed in the round, it was clear that the CC believed its remedies package would be “fully, or rather substantially, effective.”

Having rejected these arguments, the CAT was, however, more sympathetic to the argument that the CC had failed to indicate a timescale in which it expected its remedies to take effect. The point was put pithily by Barclays that the CC had identified start-up implementation costs of £100 million and ongoing annual costs of £50-60 million, yet had said nothing about the timescale for the remedies to take effect save that they would do so in a “timely” manner. This was a problem, because this did not describe any measurement of time in an objective sense, suggesting that the CC could not logically have carried out a systematic proportionality analysis. Curiously, the CAT then noted that it would not have regarded this failing on its own as sufficient to justify quashing the decision to impose the POSP, because it appeared that the CC had considered the issue, but had simply not spelled it out in the report.

The CAT was distinctly unsympathetic to Barclays’ attempts to challenge the CC’s proportionality analysis by reason of its failure to address the incremental impact, in terms of both costs and benefits, of adding the POSP to the remaining package of remedies. Indeed, had the CAT decided otherwise, it would probably have made the CC’s task in devising a package of remedies practically unworkable.

C. GROUND 2

Ground 2, on the other hand, proved to be more troublesome for the CC. The essence of the argument was that the CC had decided upon the POSP without any proper evidential basis. During the CC’s investigation, many of the PPI
providers had urged the CC to consider the loss of convenience that would arise from imposing the POSP, and the risk that this would lead to a contraction in the market. The CC dismissed these concerns in its report, noting:

> “While we acknowledge that this element of the remedies package reduces the convenience of purchasing PPI at the credit point of sale, we consider that the potential reduction in PPI sales has been overestimated by some parties. By increasing competition and thereby reducing price, we expect our remedies package to lead to an increase in PPI sales that would partially or fully offset a decline from a reduction in convenience.”

The problem, according to Barclays and the interveners, was that the CC was proposing a radical and unprecedented remedy, yet had failed to reach a considered judgment on the extent of the reduction in take-up rates, and the extent to which this reduction would be off-set by any increase in PPI demand attributable to lower prices. The CAT agreed, noting that while the CC was entitled to decide how much weight to give to the evidence on loss of convenience, it should have made clear which evidence on reduced take-up it was discounting or rejecting.

> “The potential for such a radical remedy to cause disadvantageous side-effects called for rigorous investigation and analysis of its potentially adverse consequences…

> It was, of course, for the Commission to give such weight to that evidence as it reasonably thought fit, having regard in particular to the fact that most of it was tendered by parties with commercial reasons to be opposed to the imposition of the POSP. In that respect, we can identify no basis upon which the Commission’s decision to discount part of that evidence can be challenged.

> In our view, however, it is unfortunate that the Commission did not identify which of the evidence that the loss of convenience would lead to a reduced take-up [of] PPI it discounted or rejected. This is particularly unfortunate because we have found it impossible to discern, from the conclusion at [para 10.50 of the CC report] that increased sales due to lower prices would ‘partially or fully off-set’ any reduced take-up, a sufficiently clear judgment either as to the extent to which the Commission considered that the convenience argument was established by the evidence, or as to the extent to which a decline in convenience would be offset by increased demand due to lower prices.”
Although the CAT agreed that the CC was right not to treat convenience as a relevant customer benefit for the purposes of section 134(8) EA02, given the very narrow definition in the statute, it did not, in the CAT’s view, follow that the loss of convenience could not be a relevant disadvantage to be taken into account in the proportionality analysis. The likelihood of inconvenience leading to reduced take-up rates should, according to the CAT, have been weighed in the balance in the proportionality analysis:

“It could hardly be doubted that a remedies package which produced a theoretically perfectly competitive market for PPI, but at the expense of driving a majority of potential purchasers from the market place, would not be reasonable, proportionate, or for that matter, effective.”

It was the CC’s failure to give any consideration to reduced take-up rates stemming from the loss of convenience that, in the CAT’s view, amounted to a failure to take account of relevant considerations. Unless satisfied that this would not have affected the eventual outcome of the CC’s report, this failure would justify quashing the decision to impose the POSP. After what it described as “anxious consideration” the CAT said that it was “not so satisfied.”

D. GROUND 3

Ground 3 was, in essence, a series of challenges to the CC’s methodology for quantifying the consumer detriment caused by the AEC. First, it was claimed that the CC had modeled theoretical remedies packages rather than the actual package it was proposing. Further, the model was specifically challenged in several regards: it took no account of costs; was based on unjustified assumptions that the remedies would completely remove all excess PPI profits; took no account of the negative effect on PPI sales due to the loss of convenience of being able to buy PPI at point of sale; and was based on out-of-date information. The last challenge argued that the CC had failed to calculate the proper elasticity of demand.

The debate about modeling theoretical rather than actual remedies packages arose because the CC had identified and modeled both a “system” remedy (which was intended to increase information such that all consumers could search effectively for both credit and PPI before arriving at the point of sale), and a “non-system” remedy (in which prices would be reduced but there would be no increase in the amount of searching for PPI before the point of sale). However, the CAT noted that the primary purpose of the CC’s modeling exercise was not to quantify the consumer benefits likely to flow from the proposed remedies package, but to identify any possible modification of the remedies package that
would preserve the relevant customer benefit of lower credit prices (which would be lost if the remedies package had the expected effect of reducing PPI prices).  

The CAT accepted that the CC had indeed modeled theoretical remedies packages rather than the actual remedies, but considered that this was well within its margin of appreciation when considering whether its proposed remedies should be amended to preserve relevant customer benefits. Although the CAT expressed doubts about the use of such a methodology purely for quantifying the expected consumer benefits associated with the remedies package, in this particular case, it was only the secondary purpose of the modeling exercise. The use of the modeling exercise for its primary purpose led the CC to anticipate a net consumer benefit; since its actual remedies package lay further along the spectrum towards the more efficient end, the CC could confidently expect the benefits from its actual remedies package to be at least as great.

The CAT had more serious concerns about the omission of set-up and ongoing implementation costs from the model. Implementation costs would be borne by PPI distributors and therefore should have been taken into account in considering the expected reduction in PPI prices. Although the CC had taken these costs into account when considering the proportionality of its remedies package, the CAT’s concern was that the modeling did not fully reflect the impact of reduced PPI prices on higher credit prices. Also of concern was that the CC had failed to consider the increased costs of marketing PPI that would flow from any system remedy, such as the CC’s proposed package of remedies. These were material facts that the CC ought to have taken into account. While on its own this omission would not have been sufficient to justify quashing the report, when coupled with the other defects, the CAT considered that this was something that the CC should re-consider as part of the overall conclusion that the CC’s decision to impose the POSP should be quashed.

The next element of Ground 3, namely the claimed assumption by the CC that its remedies would be fully effective and would reduce excess PPI profits to zero, was rejected as in substance the same as Ground 1, which had already been rejected.

The claimed failure of the CC’s modeling to take into account the adverse consequences of the remedies package (i.e. the loss of convenience associated with the imposition of the POSP) had already been considered under Ground 2 as sufficient to justify quashing the decision and, therefore, the CAT did not need to consider the point in detail again.

As to the claim that the model had used out-of-date (2006) information, the CAT noted that it might have been possible to use later figures but this did not
amount to a reviewable error in methodology. Just as the CC had had regard to
data subsequent to 2006 when conducting its market definition analysis, and had
been entitled to conclude that the more recent data did not undermine that
analysis, so it was unnecessary for the CC to repeat the modeling analysis using
more recent data than 2006. Although, in an ideal world, it might have been
better if the CC had explained why it was content to rely on 2006 figures, the
CAT, somewhat surprisingly, expressed itself satisfied that an explanation would
have been forthcoming which would not have affected the CC’s decision.\footnote{65}

The final element of Ground 3 concerned an alleged error in the calculation
of the elasticity of demand when estimating the likely effect of the remedies
package on sales volumes. The CC conceded that its calculations assumed a price
change by a single distributor rather than by all players in the market, but the
CAT had little desire to delve into the merits of such a highly technical issue.
On the face of it, the CAT considered that the use of an inappropriate elasticity
of demand factor was a reviewable error, but on the facts of this case, the CAT
was not persuaded that it was material to the decision to impose the POSP.
Nonetheless, having identified other failings in the CC’s analysis, this was
another element that the CC would be required to reconsider as a result of the
quashing of its decision.\footnote{66}

\section*{E. RETAIL PPI}

Finally, the CAT dealt briefly with the intervention by Shop Direct, a provider
of retail PPI. Shop Direct’s role as an intervener in the proceedings was neces-
sarily limited to supporting Barclays’ case that the decision to impose the POSP
as a remedy for all types of PPI should be quashed. However, the main thrust of
Shop Direct’s case related to retail PPI, which, as the CAT put it,\footnote{67} “was a case
that could only have been advanced under a separate application, rather than
by way of intervention.” Nonetheless, the CAT gave a very strong hint that,
had such a case been brought independently by Shop Direct, it might well have
succeeded.

The practical problem for stand-alone providers of retail PPI is that they can-
not ascertain the level of credit being extended by the retailer, which makes it
difficult to tailor stand-alone PPI policies to fluctuating amounts owed by the
consumer. Shop Direct’s argument was that the CC’s remedies package “con-
tained no solution to this conundrum, so that it could not therefore rationally be
expected effectively to remedy the AEC in relation to retail PPI.”\footnote{68} Although the
CAT was understandably reluctant to express a view on the merits of this sub-
mission in the absence of full argument, it did nonetheless express concern about
the point, noting that it had been unable to dismiss it as “obviously wrong,” and
inviting the CC to bear it in mind in its reconsideration of the POSP remedy, in
order to avoid a further challenge being made to the CC’s subsequent decision.\footnote{69}
VII. Conclusion

Where does the CAT’s judgment in Barclays leave the CC and, more generally, the scope for judicial review in competition inquiries? As we have shown, there are a number of circumstances where general principles of judicial review allow heightened scrutiny (or even more intense review); some of these apply to competition inquiries. We have identified three main circumstances where this may be relevant: (1) cases where the nature of the rights affected by a competition authority’s action engages fundamental rights; (2) cases where the theory relied upon by the competition authority involves “uncertain” outcomes and when the causal links between action and effect are inherently difficult to establish; and (3) specific issues within the competition authority’s overall analysis which—in light of their importance or gravity—require particularly careful consideration.

There is an important link between the level of judicial scrutiny over a competition authority’s decisions and the standards to be applied by the primary decision-maker in its decision-making process: the “double proportionality” test can be seen as relating to the intensity of review, but it is in essence directed towards the nature of the balancing exercise to be conducted by the primary decision-maker. In Barclays the CAT was keen to show some deference to the CC’s margin of appreciation and avoid a merits-based appeal under the guise of judicial review. It was even prepared to give the CC some latitude as to the erroneous use of evidence (e.g. the use of an inappropriate elasticity of demand factor) when it was not persuaded that the error would have made a material difference to the decision. In addition, the CAT was unsympathetic to arguments (the CC’s failure to address the incremental impact, in terms of both costs and benefits, of adding the POSP to the remaining package of remedies) that would have made the CC’s overall task practically unworkable. Nevertheless, the CAT was prepared to quash the CC’s decision on the basis of defects in the proportionality assessment of such a radical remedy. Will this induce the CC to be more careful in its analysis in future cases, and/or in its choice of remedies? Probably both.
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Introduction
Herbert Alexander Simon (1916–2001) was a pioneer researcher in multiple scientific and economic fields, including economics, organizational theory, and artificial intelligence. After graduating from the University of Chicago he spent most of his career teaching at Carnegie Technical Institute in both the psychology and computer science departments.

Simon’s early investigations in economics form the basis for much of his life’s work, earning him the 1978 Nobel Memorial Prize in Economics “for his pioneering research into the decision-making process within economic organizations.” To test his research, Simon also created new methodologies. He determined the best approach was through computer simulation modeling, a process that led to the computer science studies that would make him one of the founding fathers of Artificial Intelligence.1

Simon’s concept of “bounded rationality” was a precursor to many of the later concepts in behavioral economics. He was one of the first scientists to analyze uncertainty in organizational decision making, focusing on identifying the constraints under which decisions are made. As Salinger defines it, “Bounded rationality means that individuals (or firms) act purposefully, but not necessarily as if they are both fully informed and perfectly rational.”2 Simon identified several constraints that decision makers face, including: 1) only limited, often unreliable, information regarding possible alternatives and their consequences, (2) the human mind’s limited ability to evaluate and process available information, and (3) time constraints. (An inability to deal with these constraints leads to the management ailment known as “analysis paralysis.”)

---

1 *Senior Editor, Competition Policy International and the CPI Antitrust Chronicle.
Simon first proposed the ideas behind bounded rationality in a 1953 study for the RAND Corporation called *A Behavioral Model of Rational Choice*. The first line in the paper states that it’s “A model for the description of rational choice by organisms of limited computational ability.” He further developed these ideas while working with the Cowles Commission for Research in Economics (an economic research institute then located at the University of Chicago) supported by a contract from the Office of Naval Research and a grant from the Ford Foundation. In 1955 Simon published his polished ideas in a similarly named paper in the *Quarterly Journal of Economics*. He doesn’t use the actual term “bounded rationality” in this paper; the term first appeared in 1957, when he combined his papers in the book, *Models of Man*. However, Simon does refer to “approximate rationality” and also defines an aspiration level as the “boundary between what is considered satisfactory and unsatisfactory.” In 1984, he claimed the phrase definitively, using it as the title in Volumes 1 and 2 of *Models of Bounded Rationality*, which compile his papers on classical and neo-classical economic theory. He published a third volume in 1997 to include his subsequent economic papers.

*A Behavioral Model of Rational Choice* is reprinted here as it was published in 1955. In this paper, Simon writes that “the distance is so great between our present psychological knowledge of the learning and choice processes and the kinds of knowledge needed for economic administrative theory that a marking stone placed halfway between might help travelers from both directions to keep to their courses.” In his career Simon did far more than keep travelers in behavioral economics and organizational theory on course; he designed and engineered much of the course(s) they would follow.

---

1. In 1955, Simon and Allen Newell created the “Logic Theorist,” a computer program that would eventually prove 38 of the first 52 theorems in Russell and Whitehead’s *Principia Mathematica* and presented this paper at the 1956 Dartmouth Conference that founded, defined, and named the new field of Artificial Intelligence. Simon was perhaps a bit too optimistic about AI; in 1965, he announced that “machines will be capable, within twenty years, of doing any work a man can do.”


3. This report is available online at [www.rand.org/pubs/papers/2005/P365.pdf](http://www.rand.org/pubs/papers/2005/P365.pdf), last viewed on 03/05/10.

A Behavioral Model of Rational Choice

Herbert A. Simon

Traditional economic theory postulates an “economic man,” who, in the course of being “economic” is also “rational.” This man is assumed to have knowledge of the relevant aspects of his environment which, if not absolutely complete, is at least impressively clear and voluminous. He is assumed also to have a well-organized and stable system of preferences, and a skill in computation that enables him to calculate, for the alternative courses of action that are available to him, which of these will permit him to reach the highest attainable point of his preference scale.

Recent developments in economics, and particularly in the theory of the business firm, have raised great doubts as to whether this schematized model of economic man provides a suitable foundation on which to erect a theory—whether it be a theory of how firms do behave, or of how they “should” rationally behave. It is not the purpose of this paper to discuss these doubts, or to determine whether they are justified. Rather, I shall assume that the concept of “economic man” (and, I might add, of his brother “administrative man”) is in need of fairly drastic revision, and shall put forth some suggestions as to the direction the revision might take.

Broadly stated, the task is to replace the global rationality of economic man with a kind of rational behavior that is compatible with the access to information and the computational capacities that are actually possessed by organisms, including man, in the kinds of environments in which such organisms exist. One is tempted to turn to the literature of psychology for the answer. Psychologists have certainly been concerned with rational behavior, particularly in their interest in learning phenomena. But the distance is so great between our present psychological knowledge of the learning and choice processes and the kinds of knowledge needed for economic and administrative theory that a marking stone placed halfway between might help travelers from both directions to keep to their courses.
Lacking the kinds of empirical knowledge of the decisional processes that will be required for a definitive theory, the hard facts of the actual world can, at the present stage, enter the theory only in a relatively unsystematic and unrigorous way. But none of us is completely innocent of acquaintance with the gross characteristics of human choice, or of the broad features of the environment in which this choice takes place. I shall feel free to call on this common experience as a source of the hypotheses needed for the theory about the nature of man and his world.

The problem can be approached initially by inquiring into the properties of the choosing organism, or by inquiring into the environment of choice. In this paper, I shall take the former approach. I propose, in a sequel, to deal with the characteristics of the environment and the interrelations of environment and organism.

The present paper, then, attempts to include explicitly some of the properties of the choosing organism as elements in defining what is meant by rational behavior in specific situations and in selecting a rational behavior in terms of such a definition. In part, this involves making more explicit what is already implicit in some of the recent work on the problem—that the state of information may as well be regarded as a characteristic of the decision-maker as a characteristic of his environment. In part, it involves some new considerations—in particular taking into account the simplifications the choosing organism may deliberately introduce into its model of the situation in order to bring the model within the range of its computing capacity.

I. Some General Features of Rational Choice

The “flavor” of various models of rational choice stems primarily from the specific kinds of assumptions that are introduced as to the “givens” or constraints within which rational adaptation must take place. Among the common constraints—which are not themselves the objects of rational calculation—are (1) the set of alternatives open to choice, (2) the relationships that determine the pay-offs (“satisfactions,” “goal attainment”) as a function of the alternative that is chosen, and (3) the preference-orderings among pay-offs. The selections of particular constraints and the rejection of others for incorporation in the model of rational behavior involves implicit assumptions as to what variables the rational organism “controls”—and hence can “optimize” as a means to rational adaptation—and what variables it must take as fixed. It also involves assumptions as to the character of the variables that are fixed. For example, by making different assumptions about the amount of information the organism has with respect to the relations between alternatives and pay-offs, optimization might involve selection of a certain maximum, of an expected value, or a minimax.

Another way of characterizing the givens and the behavior variables is to say that the latter refer to the organism itself, the former to its environment. But if we adapt this viewpoint, we must be prepared to accept the possibility that what we
call “the environment” may lie, in part, within the skin of the biological organism. That is, some of the constraints that must be taken as givens in an optimization problem may be physiological and psychological limitations of the organism (biologically defined) itself. For example, the maximum speed at which an organism can move establishes a boundary on the set of its available behavior alternatives. Similarly, limits on computational capacity may be important constraints entering into the definition of rational choice under particular circumstances. We shall explore possible ways of formulating the process of rational choice in situations where we wish to take explicit account of the “internal” as well as the “external” constraints that define the problem of rationality for the organism.

Whether our interests lie in the normative or in the descriptive aspects of rational choice, the construction of models of this kind should prove instructive. Because of the psychological limits of the organism (particularly with respect to computational and predictive ability), actual human rationality-striving can at best be an extremely crude and simplified approximation to the kind of global rationality that is implied, for example, by game-theoretical models. While the approximations that organisms employ may not be the best—even at the levels of computational complexity they are able to handle—it is probable that a great deal can be learned about possible mechanisms from an examination of the schemes of approximation that are actually employed by human and other organisms.

In describing the proposed model, we shall begin with elements it has in common with the more global models, and then proceed to introduce simplifying assumptions and (what is the same thing) approximating procedures.

A. PRIMITIVE TERMS AND DEFINITIONS
Models of rational behavior—both the global kinds usually constructed, and the more limited kinds to be discussed here—generally require some or all of the following elements:

1. A set of behavior alternatives (alternatives of choice or decision). In a mathematical model, these can be represented by a point set, A.

2. The subset of behavior alternatives that the organism “considers” or “perceives.” That is, the organism may make its choice within a set of alternatives more limited than the whole range objectively available to it. The “considered” subset can be represented by a point set, A, with A included in A (A ⊂ A).

3. The possible future state of affairs, or outcomes of choice, represented by a point set, S. (For the moment it is not necessary to distinguish between actual and perceived outcomes.)

4. A “pay-off” function, representing the “value” or “utility” placed by the organism upon each of the possible outcomes of choice. The pay-off may be represented by a real function, V(s) defined for all ele-
ments, \( s \), of \( S \). For many purposes there is needed only an ordering relation on pairs of elements of \( S \)—i.e., a relation that states that \( s_i \) is preferred to \( s_j \) or vice versa—but to avoid unnecessary complications in the present discussion, we will assume that a cardinal utility, \( V(s) \), has been defined.

5. **Information as to which outcomes in \( S \) will actually occur** if a particular alternative, \( a \), in \( A \) (or in \( \hat{A} \)) is chosen. This information may be incomplete—that is, there may be more than one possible outcome, \( s \), for each behavior alternative, \( a \). We represent the information, then, by a mapping of each element, \( a \), in \( A \) upon a subset, \( S_a \)—the set of outcomes that may ensue if \( a \) is the chosen behavior alternative.

5. **Information as to the probability that a particular outcome will ensue** if a particular behavior alternative is chosen. This is a more precise kind of information than that postulated in (5), for it associates with each element, \( s \), in the set \( S_a \), a probability, \( P_a(s) \)—the probability that \( s \) will occur if \( a \) is chosen. The probability \( P_a(s) \) is a real, non-negative function with \( \sum_{s \in S_a} P_a(s) = 1 \).

Attention is directed to the threefold distinction drawn by the definitions among the set of behavior alternatives, \( A \), the set of outcomes or future states of affairs, \( S \), and the pay-off, \( V \). In the ordinary representation of a game, in reduced form, by its pay-off matrix, the set \( S \) corresponds to the cell of the matrix, the set \( A \) to the strategies of the first player, and the function \( V \) to the values in the cells. The set \( S_a \) is then the set of cells in the \( a \)th row. By keeping in mind this interpretation, the reader may compare the present formulation with “classical” game theory.

**B. “CLASSICAL” CONCEPTS OF RATIONALITY**

With these elements, we can define procedures of rational choice corresponding to the ordinary game-theoretical and probabilistic models.\(^3\)

**A. Max-min Rule.** Assume that whatever alternative is chosen, the worst possible outcome will ensue—the smallest \( V(s) \) for \( s \) in \( S_a \) will be realized. Then select that alternative, \( a \), for which this worst pay-off is as large as possible:

\[
\hat{V}(\hat{a}) = \min_{s \in S_a} V(s) = \max_{a \in A} \min_{s \in S_a} V(s)
\]

Instead of the maximum with respect to the set, \( A \), of actual alternatives, we can substitute the maximum with respect to the set, \( \hat{A} \), of “considered” alternatives. The probability distribution of outcomes, (6) does not play any role in the max-min rule.

**B. Probabilistic Rule.** Maximize the expected value of \( V(s) \) for the (assumed known) probability distribution, \( P_a(s) \).

\[
\hat{V}(\hat{a}) = \sum_{s \in S_a} V(s) P_a(s) = \max_{a \in \hat{A}} \sum_{s \in S_a} V(s) P_a(s)
\]
C. Certainty Rule. Given the information that each $a$ in $A$ (or in $\tilde{A}$) maps upon a specified $s_a$ in $S$, select the behavior alternative whose outcome has the largest pay-off.

$$\hat{V}(\tilde{a}) = V(s_a) = \max_{a \in A} V(s_a)$$

II. The Essential Simplifications

If we examine closely the “classical” concept of rationality outlined above, we see immediately what severe demands they make upon the choosing organism. The organism must be able to attach definite pay-offs (or at least a definite range of pay-offs) to each possible outcome. This, of course, involves also the ability to specify the exact nature of the outcomes—there is no room in the scheme for “unanticipated consequences.” The pay-offs must be completely ordered—it must always be possible to specify, in a consistent way, that one outcome is better than, as good as, or worse than any other. And, if the certainty or probabilistic rules are employed, either the outcomes of particular alternatives must be known with certainty, or at least it must be possible to attach definite probabilities to outcomes.

My first empirical proposition is that there is a complete lack of evidence that, in actual human choice situations of any complexity, these computations can be, or are in fact, performed. The introspective evidence is certainly clear enough, but we cannot, of course, rule out the possibility that the unconscious is a better decision-maker than the conscious. Nevertheless, in the absence of evidence that the classical concepts do describe the decision-making process, it seems reasonable to examine the possibility that the actual process is quite different from the ones the rules describe.

Our procedure will be to introduce some modifications that appear (on the basis of casual empiricism) to correspond to observed behavior processes in humans, and that lead to substantial computational simplifications in the making of a choice. There is no implication that human beings use all of these modifications and simplifications all the time. Nor is this the place to attempt the formidable empirical task of determining the extent to which, and the circumstances under which humans actually employ these simplifications. The point is rather that these are procedures which appear often to be employed by human beings in complex choice situations to find an approximate model of manageable proportions.

A. “SIMPLE” PAY-OFF FUNCTIONS

One route to implications is to assume that $V(s)$ necessarily assumes one of two values, $(1,0)$, or of three values, $(1,0,-1)$, for all $s$ in $S$. Depending on the circumstances, we might want to interpret these values, as (a) (satisfactory or unsatisfactory), or (b) (win, draw or lose).
As an example of (b), let $S$ represent the possible positions in a chess game at White’s 20th move. Then a (+1) position is one in which White possesses a strategy leading to a win whatever Black does. A (0) position is one in which White can enforce a draw, but not a win. A (–1) position is one in which Black can force a win.

As an example of (a) let $S$ represent possible prices for a house an individual is selling. He may regard $15,000 as an “acceptable” price, anything over this amount as “satisfactory,” anything less as “unsatisfactory.” In psychological theory we would fix the boundary at the “aspiration level”; in economic theory we would fix the boundary at the price which evokes indifference between selling and not selling (an opportunity cost concept).

The objection may be raised that, although $16,000 and $25,000 are both “very satisfactory” prices for the house, a rational individual would prefer to sell at the higher price, and hence, that the simple pay-off function is an inadequate representation of the choice situation. The objection may be answered in several different ways, each answer corresponding to a class of situations in which the simple function might be appropriate.

First, the individual may not be confronted simultaneously with

![Figure 1](image-url)
a number of buyers offering to purchase the house at different prices, but may receive a sequence of offers, and may have to decide to accept or reject each one before he receives the next. (Or, more generally, he may receive a sequence of pairs or triplets or $n$-tuples of offers, and may have to decide whether to accept the highest of an $n$-tuple before the next $n$-tuple is received.) Then, if the elements $S$ correspond to $n$-tuples of offers, $V(s)$ would be 1 whenever the highest offer in the $n$-tuple exceeded the “acceptance price” the seller had determined upon at that time. We can then raise the further question of what would be a rational process for determining the acceptance price.\(^4\)

Second, even if there were a more general pay-off function, $W(s)$, capable of assuming more than two different values, the simplified $V(s)$ might be a satisfactory approximation to $W(s)$. Suppose, for example, that there were some way of introducing a cardinal utility function, defined over $S$, say $U(s)$. Suppose further that $U(W)$ is a monotonic increasing function with a strongly negative second derivative (decreasing marginal utility). Then $V(s) = V(W(s))$ might be the approximation as shown on page 248.

When a simple $V(s)$, assuming only the values (+1,0) is admissible, under the circumstances just discussed or under other circumstances, then a (fourth ) rational decision-process could be defined as follows:

**D. (i)** Search for a set of possible outcomes (a subset, $S'$ in $S$) such that the pay-off is satisfactory ($V(s) = 1$) for all these possible outcomes (for all $s$ in $S'$).

**(ii)** Search for a behavior alternative (an $a$ in $\mathcal{A}$) whose possible outcomes all are in $S'$ (such that $a$ maps upon a set, $S'_a$, that is contained in $S'$).

If a behavior alternative can be found by this procedure, then a satisfactory outcome is assured. The procedure does not, of course, guarantee the existence of uniqueness of an $a$ with the desired properties.

**B. INFORMATION GATHERING**

One element of realism we may wish to introduce is that, while $V(s)$ may be known in advance, the mapping of $\mathcal{A}$ on subsets of $S$ may not. In the extreme case, at the outset each element, $a$, may be mapped on the whole set, $S$. We may then introduce into the decision-making process information-gathering steps that produce a more precise mapping of the various elements of $\mathcal{A}$ on nonidentical subsets of $S$. If the information-gathering process is not costless, then one element in the decision will be the determination of how far the mapping is to be refined.

Now in the case of the simple pay-off functions, (+1,0), the information-gathering process can be streamlined in an important respect. First, we suppose that the individual has initially a very coarse mapping of $\mathcal{A}$ on $S$. Second, he looks for
an $S'$ in $S$ such that $V(s) = 1$ for $s$ in $S'$. Third, he gathers information to refine that part of the mapping on $A$ on $S$ in which elements of $S'$ are involved. Fourth, having refined the mapping, he looks for an $a$ that maps on to a subset of $S'$.

Under favorable circumstances, this procedure may require the individual to gather only a small amount of information—an insignificant part of the whole mapping of elements of $A$ on individual elements of $S$. If the search for an $a$ having the desirable properties is successful, he is certain that he cannot better his choice by securing additional information.$^5$

It appears that the decision process just described is one of the important means employed by chess players to select a move in the middle and end game. Let $A$ be the set of moves available to White on his 20th move. Let $S$ be a set of positions that might be reached, say, by the 30th move. Let $S'$ be some subset of $S$ that consists of clearly “won” positions. From a very rough knowledge of the mapping of $A$ on $S$, White tentatively selects a move, $a$, that (if Black plays in a certain way) maps on $S'$. By then considering alternative replies for Black, White “explores” the whole mapping of $a$. His exploration may leads to points, $s$, that are not in $S'$, but which are now recognized also as winning positions. These can be adjoined to $S'$. On the other hand, a sequence may be discovered that permits Black to bring about a position that is clearly not “won” for White. Then White may reject the original point, $a$, and try another.

Whether this procedure leads to any essential simplification of the computation depends on certain empirical facts about the game. Clearly all positions can be categorized as “won,” “lost,” or “drawn” in an objective sense. But from the standpoint of the player, positions may be categorized as “clearly won,” “clearly lost,” clearly drawn,” “won or drawn,” “drawn or lost,” and so forth—depending on the adequacy of this mapping. If the “clearly won” positions represent a significant subset of the objectively “won” positions, then the combinatorics involved in seeing whether a position can be transformed into a clearly won position, for all possible replies by Black, may not be unmanageable.$^6$ The advantage of this procedure over the more common notion (which may, however, be applicable in the opening) of a general valuation function for positions, taking on values from $-1$ to 1, is that it implies much less complex and subtle evaluation criteria. All that is required is that the evaluation function be reasonably sensitive in detecting when a position in one of the three states —won, lost, or drawn—has been transformed into a position in another state. The player, instead of seeking for a “best” move needs only to look for a “good” move.

We see that, by the introduction of a simple pay-off function and of a process for gradually improving the mapping of behavior alternatives upon possible outcomes, the process of reaching a rational decision may be drastically simplified from a computational standpoint. In the theory and practice of linear program-
ming, the distinction is commonly drawn between computations to determine the \textit{feasibility} of a program, and computations to discover the \textit{optimal} program. Feasibility testing consists in determining whether a program satisfies certain linear inequalities that are given at the outset. For example, a mobilization plan may take as given the maximum work force and the steel-making capacity of the economy. Then a feasible program is one that does not require a work force or steel-making facilities exceeding the given limits.

An optimal program is that one of the feasible programs which maximizes a given pay-off function. If, instead of requiring that the pay-off be maximized, we require only that the pay-off exceed some given amount, then we can find a program that satisfies this requirement by the usual methods of feasibility testing. The pay-off requirement is represented simply by an additional linear inequality that must be satisfied. Once this requirement is met, it is not necessary to determine whether there exists an alternative plan with a still higher pay-off.

For all practical purposes, this procedure may represent a sufficient approach to optimization, provided the minimum required pay-off can be set “reasonably.” In later sections of this paper we will discuss how this might be done, and we shall show also how the scheme can be extended to vector pay-off functions with multiple components (Optimization requires, of course, a complete ordering of pay-offs).

C. PARTIAL ORDERING OF PAY-OFFS

The classical theory does not tolerate the incomparability of oranges and apples. It requires a scalar pay-off function, that is, a complete ordering of pay-offs. Instead of a scalar pay-off function, $V(s)$, we might have a vector function, $V(s)$; where $V$ has the components $V_1, V_2, \ldots$. A vector pay-off function may be introduced to handle a number of situations:

1. In the case of a decision to be made by a group of persons, components may represent the pay-off functions of the individual members of the group. What is preferred by one may not be preferred by the others.

2. In the case of an individual, he may be trying to implement a number of values that do not have a common denominator—e.g., he compares two jobs in terms of salary, climate, pleasantness of work, prestige, etc.;

3. Where each behavior alternative, $a$, maps on a set of $n$ possible consequences, $S_a$, we may replace the model by one in which each alternative maps on a single consequence, but each consequence has as its pay-off the $n$-dimensional vector whose components are the pay-offs of the elements of $S_a$. 
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This representation exhibits a striking similarity among these three important cases where the traditional maximizing model breaks down for lack of a complete ordering of the pay-offs. The first case has never been satisfactorily treated—the theory of the \( n \)-person game is the most ambitious attempt to deal with it, and the so-called “weak welfare principles” of economic theory are attempts to avoid it. The second case is usually handled by superimposing a complete ordering on the points in the vector space ("indifference curves"). The third case has been handled by introducing probabilities as weights for summing the vector components, or by using principles like minimaxing satisfaction or regret.

An extension of the notion of a simplified pay-off function permits us to treat all three cases in much the same fashion. Suppose we regard a pay-off as satisfactory provided that \( V_i \geq k_i \) for all \( i \). Then a reasonable decision rule is the following:

**E.** Search for a subset \( S' \) in \( S \) such that \( V(s) \) is satisfactory for all \( s \) in \( S' \) (i.e, \( V(s) \geq k \)).

Then search for an \( a \) in \( A \) such that \( S_a \) lies in \( S' \).

Again existence and uniqueness of solutions are not guaranteed. Rule E is illustrated in Figure 2 for the case of a 2-component pay-off vector.

In the first of the three cases mentioned above, the satisfactory pay-off corresponds to what I have called a viable solution in “A Formal Theory of the Employment Relation” and “A Comparison of Organization Theories.” In the second case, the components of \( V \) define the aspiration levels with respect to sev-
eral components of pay-off. In the third case (in this case it is most plausible to assume that all the components of $k$ are equal), $k_i$ may be interpreted as the minimum guaranteed pay-off—also an aspiration level concept.

III. Existence and the Uniqueness of Solutions

Throughout our discussion we have admitted decision procedures that do not guarantee the existence or uniqueness of solutions. This was done in order to construct a model that parallels as nearly as possible the decision procedures that appear to be used by humans in complex decision-making settings. We now proceed to add supplementary rules to fill this gap.

A. OBTAINING A UNIQUE SOLUTION

In most global models of rational choice, all alternatives are evaluated before a choice is made. In actual human decision-making, alternatives are often examined sequentially. We may, or may not, know the mechanism that determines the order of procedure. When alternatives are examined sequentially, we may regard the first satisfactory alternative that is evaluated as such as the one actually selected.

If a chess player finds an alternative that leads to a forced mate for his opponent, he generally adopts this alternative without worrying about whether another alternative also leads to a forced mate. In this case we would find it very hard to predict which alternative would be chosen, for we have no theory that predicts the order in which alternatives will be examined. But in another case discussed above—the sale of a house—the environment presents the seller with alternatives in a definite sequence, and the selection of the first satisfactory alternative has precise meaning.

However, there are certain dynamic considerations, having a good psychological foundation, that we should introduce at this point. Let us consider, instead of a single static choice situation, a sequence of such situations. The aspiration level, which defines a satisfactory alternative, may change from point to point in this sequence of trials. A vague principle would be that as the individual, in his exploration of alternatives, finds it easy to discover satisfactory alternatives, his aspiration level rises; as he finds it difficult to discover satisfactory alternatives, his aspiration level falls. Perhaps it would be possible to express the ease or difficulty of exploration in terms of the cost of obtaining better information about the mapping of $A$ on $S$, or the combinatorial magnitude of the task of refining this mapping. There are a number of ways in which this process could be defined formally.

Such changes in aspiration level would tend to bring about a “near-uniqueness” of the satisfactory solutions and would also tend to guarantee the existence
of satisfactory solutions. For the failure to discover a solution would depress the aspiration level and bring satisfactory solutions into existence.

B. EXISTENCE OF SOLUTIONS: FURTHER POSSIBILITIES

We have already discussed one mechanism by which the existence of solutions, in the long run, is assured. There is another way of representing the processes already described. Up to this point little use has been made of the distinction between \( A \), the set of behavior alternatives, and \( A_0 \), the set of behavior alternatives that the organism considers. Suppose now that the latter is a proper subset of the former. Then, the failure to find a satisfactory alternative in \( A_0 \) may lead to a search for additional alternatives in \( A \) that can be adjoined to \( A_0 \). This procedure is simply an elaboration of the information-gathering process previously described. (We can regard the elements of \( A \) that are not in \( A_0 \) as elements that are initially mapped on the whole set, \( S \).)

In one organism, dynamic adjustment over a sequence of choices may depend primarily upon adjustments of the aspiration level. In another organism, the adjustments may be primarily in the set \( A \): if satisfactory alternatives are discovered easily, \( A \) narrows; if it becomes difficult to find satisfactory alternatives, \( A \) broadens. The more persistent the organism, the greater the role played by the adjustment of \( A \), relative to the role played by the adjustment of the aspiration level. (It is possible, of course, and even probable, that there is an asymmetry between adjustments upward and downward.)

If the pay-off were measurable in money or utility terms, and if the cost of discovering alternatives were similarly measurable, we could replace the partial ordering of alternatives exhibited in Figure 2 by a complete ordering (an ordering in terms of a weighted sum of the pay-off and the cost of discovering alternatives). Then we could speak of the optimal degree of persistence in behavior—we could say that the more persistent organism was more rational than the other, or vice versa. But the central argument of the present paper is that the behaving organism does not in general know these costs, nor does it have a set of weights for comparing the components of a multiple pay-off. It is precisely because of these limitations on its knowledge and capabilities that the less global models of rationality described here are significant and useful. The question of how it is to behave “rationally,” given these limitations, is distinct from the question of how its capabilities could be increased to permit action that would be more “rational” judged from the mountain-top of a more complete model.

The two viewpoints are not, of course, completely different, much less antithetical. We have already pointed out that the organism may possess a whole hierarchy of rational mechanisms—that, for example, the aspiration level itself may be subject to an adjustment process that is rational in some dynamic sense. Moreover, in many situations we may be interested in the precise question of whether one decision-making procedure is more rational than another, and to
answer this question we will usually have to construct a broader criterion of rationality that encompasses both procedures as approximations. Our whole point is that it is important to make explicit what level we are considering in such a hierarchy of models, and that for many purposes we are interested in models of “limited” rationality rather than models of relatively “global” rationality.

IV. Further Comments on Dynamics

The models thus far discussed are dynamic only in a very special sense: the aspiration level at time \( t \) depends upon the previous history of the system (previous aspiration levels and previous levels of attainment). Another kind of dynamic linkage might be very important. The pay-offs in a particular trial might depend not only on the alternatives chosen in that trial but also on the alternatives chosen in previous trials.

The most direct representation of this situation is to include, as components of a vector pay-off function, the pay-offs for the whole sequence of trials. But then optimization would require the selection, at the beginning of the sequence, of a strategy for the whole sequence (see the Appendix). Such a procedure would again rapidly complicate the problem beyond the computational capacity of the organism. A possible middle ground is to define for each trial a pay-off function with two components. One would be the “immediate” pay-off (consumption), the other, the “position” in which the organism is left for future trials (saving, liquidity).

Let us consider a chess game in which the players are paid off at the end of each ten moves in proportion to arbitrarily assigned values of their pieces left on the board (say, queen, 1; rook, 10; etc.). Then a player could adopt some kind of planning horizon and include in his estimated pay-off the “goodness” of his position at the planning horizon. A comparable notion in economics is that of the depreciated value of an asset at the planning horizon. To compute such a value precisely would require the player actually to carry his strategy beyond the horizon. If there is time-discounting of pay-offs, this has the advantage of reducing the importance of errors in estimating these depreciated values. (Time-discounting may sometimes be essential in order to assure convergence of the summed pay-offs.)

It is easy to conjure up other dynamic complications, which may be of considerable practical importance. Two more may be mentioned—without attempting to incorporate them formally. The consequences that the organism experiences may change the pay-off function—it doesn’t know how well it likes cheese until it has eaten cheese. Likewise, one method for refining the mapping of \( A \) on \( S \) may be to select a particular alternative and experience its consequences. In these cases, one of the elements of the pay-off associated with a particular alternative is the information that is gathered about the mapping or about the pay-off function.
V. Conclusion
The aim of this paper has been to construct definitions of “rational choice” that are modeled more closely upon the actual decision processes in the behavior of organisms than definitions heretofore proposed. We have outlined a fairly complete model for the static case, and have described one extension of this model into dynamics. As has been indicated in the last section, a great deal remains to be done before we can handle realistically a more completely dynamic system.

In the introduction, it was suggested that definitions of this kind might have normative as well as descriptive value. In particular, they may suggest approaches to rational choice in areas that appear to be far beyond the capacities of existing or prospective computing equipment. The comparison of the I.Q. of a computer with that of a human being is very difficult. If one were to factor the scores made by each on a comprehensive intelligence test, one would undoubtedly find that in those factors on which the one scored as a genius the other would appear a moron—and conversely. A survey of possible definitions of rationality might suggest directions for the design and use of computing equipment with reasonably good scores on some of the factors of intelligence in which present computers are moronic.

The broader aim, however, in constructing these definitions of “approximate” rationality is to provide some materials for the construction of a theory of the behavior of a human individual or of groups of individuals who are making decisions in an organization context. The apparent paradox to be faced is that the economic theory of the firm and the theory of administration attempt to deal with human behavior in situations in which that behavior is at least “intended-ly” rational; while, at the same time, it can be shown that if we assume the global kinds of rationality of the classical theory the problems of internal structure of the firm or other organization largely disappear. The paradox vanishes, and the outlines of theory begin to emerge when we substitute for “economic man” or “administrative man” a choosing organism of limited knowledge and ability. This organism’s simplifications of the real world for purposes of choice introduce discrepancies between the simplified model and the reality; and these discrepancies, in turn, serve to explain many of the phenomena of organizational behavior.

VI. Appendix: Example of Rational Determination of an Acceptable Pay-off
In the body of this paper, the notion is introduced that rational adjustment may operate at various “levels.” That is, the organism may choose rationally within a given set of limits postulated by the model, but it may also undertake to set these limits rationally. The house-selling illustration of Section IIA provides an example of this.
We suppose that an individual is selling a house. Each day (or other unit of time) he sets an acceptance price: \(d(k)\), say, for the \(k\)th day. If he receives one or more offers above this price on the day in question, he accepts the highest offer; if he does not receive an offer above \(d(k)\), he retains the house until the next day, and sets a new acceptance price, \(d(k+1)\).

Now, if he has certain information about the probability distribution of offers on each day, he can set the acceptance price so that it will be optimal in the sense that it will maximize the expected value, \(V[d(k)]\), of the sales price.

To show this, we proceed as follows. Let \(p_k(y)\) be the probability that \(y\) will be the highest price offered on the \(k\)th day. Then:

\[
P_k(d) = \int_{d(k)}^{\infty} p_k(y)\,dy
\]  

(A.1)

is the probability that the house will be sold on the \(k\)th day if it has not been sold earlier.

\[
E_k(d) = \int_{d(k)}^{\infty} y p(y,k)\,dy
\]  

(A.2)

will be the expected value received by the seller on the \(k\)th day if the house has not been sold earlier. Taking into account the probability that the house will be sold before the \(k\)th day,

\[
E_k(d) = E_k(d) \prod_{j=1}^{k-1} (1 - P_j(d))
\]  

(A.3)

will be the unconditional expected value of the seller’s receipts on the \(k\)th day; and

\[
V\{d(k)\} = \sum_{k=1}^{\infty} E_k(d)
\]  

(A.4)

will be the expected value of the sales price.

Now we wish to set \(d(k)\), for each \(k\), at the level that will maximize (A.4). The \(k\) components of the function \(d(k)\) are independent. Differentiating \(V\) partially with respect to each component, we get:

\[
\frac{\partial V}{\partial d(i)} = \sum_{k=1}^{\infty} \frac{\partial E_k(d)}{\partial d(i)}
\]  

(i = 1, ..., \(n\))  

(A.5)

But:

\[
\frac{\partial E(d)}{\partial d(i)} = \int_{d(i)}^{\infty} \frac{\partial E(d)}{\partial d(i)} \prod_{j=1}^{i} (1 - P_j(d))
\]  

(A.6)

and

\[
\frac{\partial E_k(d)}{\partial d(i)} = E_k(d) \prod_{j=1}^{i-1} (1 - P_j(d)) \left( - \frac{\partial P(d)}{\partial d(i)} \right)
\]  

for \(i < k\)  

(A.7)
and

\[ \frac{\partial E_k(d)}{\partial d(i)} = 0 \quad \text{for } i > k. \]  

(A.8)

Hence for a maximum:

\[ \frac{\partial V}{\partial d(i)} = -d(i)p(d) \prod_{j=1}^{i-1}(1 - P_j(d)) + \sum_{k=i+1}^{\infty} E_k(d) \prod_{j=1}^{k-1}(1 - P_j(d)) p_i(d) = 0 \]  

(A.9)

Factoring out \( p(d) \), we obtain, finally:

\[ d(i) = \frac{\sum_{k=i+1}^{\infty} E_k(d) \prod_{j=1}^{k-1}(1 - P_j(d))}{\prod_{j=1}^{i}(1 - P_j(d))} = \sum_{k=i+1}^{\infty} E_k(d) \prod_{j=i+1}^{k-1}(1 - P_j(d)). \]  

(A.10)

For the answer to be meaningful, the infinite sum in (A.10) must converge. If we look at the definition (A.2) for \( E_k(d) \) we see this would come about if the probability of offers shifts downward through time with sufficient rapidity. Such a shift might correspond to (a) expectations of falling prices, or (b) interpretation of \( y \) as the present value of the future price, discounted at a sufficiently high interest rate.

Alternatively, we can avoid the question of convergence by assuming a reservation price \( a(n) \), for the \( n \)th day, which is low enough so that \( P_n(d) \) is unity. We shall take this last alternative, but before proceeding, we wish to interpret the equation (A.10). Equation (A.10) says that the rational acceptance price on the \( i \)th day, \( d(i) \), is equal to the expected value of the sales price if the house is not sold on the \( i \)th day and acceptance prices are set optimally for subsequent days. This can be seen by observing that the right-hand side of (A.10) is the same as the right-hand side of (A.4) but with the summation extending from \( k = (i + 1) \) instead of from \( (k = 1) \).

Hence, in the case where the summation is terminated at period \( n \)—that is, the house will be sold with certainty in period \( n \) if it has not been sold previously—we can compute the optimal \( d(i) \) by working backward from the terminal period, and without the necessity of solving simultaneously the equations (A.10).

It is interesting to observe what additional information the seller needs in order to determine the rational acceptance price, over and above the information he needs once the acceptance price is set. He needs, in fact, virtually complete information as to the probability distribution of offers for all relevant subsequent time periods.
Now the seller who does not have this information, and who will be satisfied with a more bumbling kind of rationality, will make approximations to avoid using the information he doesn’t have. First, he will probably limit the planning horizon by assuming a price at which he can certainly sell and will be willing to sell in the nth time period. Second, he will set his initial acceptance price quite high, watch the distribution of offers he receives, and gradually and approximately adjust his acceptance price downward or upward until he receives an offer he accepts—without ever making probability calculations. This, I submit, is the kind of rational adjustment that humans find “good enough” and are capable of exercising in a wide range of practical circumstances.


2 The ideas embodied in this paper were initially developed in a series of discussions with Herbert Bohnert, Norman Dalkey, Gerald Thompson, and Robert Wolfson during the summer of 1952. These collaborators deserve a large share of the credit for whatever merit this approach to rational choice may possess. A first draft of this paper was prepared in my capacity as a consultant to the RAND Corporation. It has been developed further (including the Appendix) in work with the Cowles Commission for Research in Economics on "Decision Making Under Uncertainty," under contract with the Office of Naval Research, and has been completed with the aid of a grant from the Ford Foundation.


4 See the Appendix. It might be remarked here that the simple risk function, introduced by Wald to bring problems in statistical decision theory within the bounds of computability, is an example of a simple pay-off function as that term is defined here.

5 This procedure also dispenses with the necessity of estimating explicitly the cost of obtaining additional information. For further discussion of this point see the comments on dynamics in the last section of this paper.

6 I have estimated roughly the actual degree of simplification that might be realized in the middle game in chess by experimentation with two middle-game positions. A sequence of sixteen moves, eight by each player, might be expected to yield a total of about $10^{14}$ (one septillion) legally permissible variations. By following the general kind of program just described, it was possible to reduce the number of lines of play examined in each of these positions to fewer than 100 variations—a rather spectacular simplification of the choice problem.

7 ECONOMETRICA, XIX (July 1951), 292-305 and REVIEW OF ECONOMIC STUDIES, XX (1952-53, No. 1), 40-49.

8 I might mention that, in the spirit of crude empiricism, I have a presented a number of students and friends with a problem involving a multiple pay-off—in which the pay-off depends violently upon a very contingent and uncertain event—and have found them extremely reluctant to restrict themselves to a set of behavior alternatives allowed by the problem. They were adverse to an alternative that promised very large profit or ruin, where the relevant probability could not be computed, and tried to invent new alternatives whose pay-offs were less sensitive to the contingent event. The problem in question is Modigliani’s "hot-dog stand" problem described in AMERICAN ECONOMIC REVIEW, proceedings, XXXIX (1949), 201-8.
9 One might add: “or judged in terms of the survival value of its choice mechanism.”

10 See HERBERT A. SIMON, ADMINISTRATIVE BEHAVIOR, 39-41, 80-84, 96-102, 240-44 (1947).

11 Equation (A.10) appears to have been arrived at independently by D.A. Darling and W.M. Kincaid. See their abstract, An Inventory Problem, in the JOURNAL OF OPERATIONS RESEARCH SOCIETY OF AMERICA, I, 80 (Feb. 1953).